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#### Abstract

Suppose $m$ and $n$ are integers such that $1 \leq m \leq n$, and $H$ is a subgroup of the symmetric group $S_{m}$ of degree $m$. Define the generalized matrix function associated with the principal character of the group $H$ on an $m \times m$ matrix $B=\left(b_{i j}\right)$ by $$
d^{H}(B)=\sum_{\sigma \in H} \prod_{j=1}^{m} b_{j \sigma(j)}
$$ and define the generalized numerical range of an $n \times n$ matrix $A$ associated with $d^{H}$ by $$
W^{H}(A)=\left\{d^{H}\left(V^{*} A V\right): V \text { is } n \times m \text { such that } V^{*} V=I_{m}\right\}
$$

It is known that $W^{H}(A)$ is convex if $m=1$ or if $m=n=2$. Hu, Hurley and Tam made the following conjecture:

Suppose $H=S_{m}, 2 \leq m \leq n$ with $(m, n) \neq(2,2)$. Let $A \in M_{n}$ be a normal matrix. Then $W^{H}(A)$ is convex if and only if $A$ is a multiple of a Hermitian matrix. In this note, counter-examples are given to show that the conjecture is not true when $m<n$. Some techniques are developed to show that the conjecture is valid under more restrictive assumptions.
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## 1 Introduction

Let $M_{n}$ be the algebra of $n \times n$ complex matrices. Suppose $m$ is a positive integer such that $1 \leq m \leq n$, and $H$ is a subgroup of the symmetric group $S_{m}$ of degree $m$. Define the generalized matrix function associated with the principal character of the group $H$ on an $m \times m$ matrix $B=\left(b_{i j}\right)$ by

$$
d^{H}(B)=\sum_{\sigma \in H} \prod_{j=1}^{m} b_{j \sigma(j)}
$$

and define the generalized numerical range of an $A \in M_{n}$ associated with $d^{H}$ by

$$
W^{H}(A)=\left\{d^{H}\left(V^{*} A V\right): V \text { is } n \times m \text { such that } V^{*} V=I_{m}\right\}
$$

Denote by $X[1, \ldots, m]$ the leading $m \times m$ principal submatrix of $X \in M_{n}$. It is easy to verify that

$$
W^{H}(A)=\left\{d^{H}\left(U^{*} A U[1, \ldots, m]\right): U \in M_{n}, U^{*} U=I\right\} .
$$

When $H=S_{m}$, then $d^{H}(B)$ is the permanent of $B$, and $W^{H}(A)$ is known as the $m$ th permanental range of $A \in M_{n}$. When $m=1$, it reduces to the classical numerical range of $A$ defined by

$$
W(A)=\left\{x^{*} A x: x \in \mathbf{C}^{n}, x^{*} x=1\right\}
$$

which has been studied extensively (see e.g. [6, Chapter 1]). The object $W^{H}(A)$ is one of the many generalizations of $W(A)$ involving multilinear algebraic structures introduced in [12], and has stimulated some research in the last decade $[2,3,7,8,9]$.

The celebrated Toeplitz-Hausdorff theorem (see e.g. [6, Chapter 1]) asserts that the classical numerical range of a matrix is always convex. This result leads to many interesting consequences in theory and applications. It was proved in [9] that if $(m, n)=(2,2)$ then $W^{H}(A)$ is convex. However, it was shown in [7, 10] that there exists a normal matrix $A \in M_{n}$ such that the permanental range $W^{H}(A)$ is not convex if $2 \leq m \leq 3 \leq n$. Moreover, the following conjecture was made in [7].

Conjecture 1.1 Suppose $H=S_{m}, 2 \leq m \leq n$ with $(m, n) \neq(2,2)$. Let $A \in M_{n}$ be a normal matrix. Then $W^{H}(A)$ is convex if and only if $A$ is a multiple of a Hermitian matrix.

In this note, we give counter-examples to show that the conjecture is not true when $m<n$ (see Section 2). Even though Conjecture 1.1 is not valid in general, we show that it holds under certain restriction (see Section 3). Some techniques are developed to prove the result that may lead to a better understanding of $W^{H}(A)$ and the correct condition for the convexity of $W^{H}(A)$.

## 2 Counter-Examples

The following facts are needed to verify our counter-examples of Conjecture 1.1.
Lemma 2.1 If $B \in M_{m}$ is an $m \times m$ principal submatrix of $A$, then $\operatorname{det}(B) \in W^{H}(A)$.
Proof. Let $U \in M_{m}$ be unitary such that $U^{*} B U$ is in triangular form, and let $P$ be the $n \times m$ submatrix of $I$ so that $P^{*} A P=B$. Then $\operatorname{det}(B)=d^{H}\left(U^{*} P^{*} A P U\right) \in W^{H}(A)$ as asserted.

Lemma 2.2 Suppose $B=\operatorname{diag}\left(1, w, w^{2}\right)$, where $w$ is the cubic root of unity. Then

$$
W(B)=W\left(B^{-1}\right)=\left\{\operatorname{det}\left(U^{*} B U[1,2]\right): U \in M_{3}, U^{*} U=I_{3}\right\}
$$

is the convex hull of $\left\{1, w, w^{2}\right\}$.
Proof. It is well-known that if $A$ is normal, then $W(A)$ is the convex hull of the set of eigenvalues of $A$. Since $B=\operatorname{diag}\left(1, w, w^{2}\right)$ and $B^{-1}=\operatorname{diag}\left(1, w^{2}, w\right)$, we see that $W(B)=$ $W\left(B^{-1}\right)$ is the convex hull of $\left\{1, w, w^{2}\right\}$.

Now, suppose $U \in M_{3}$ is unitary and $B_{1}$ is the $2 \times 2$ submatrix lying in the left top corner of $U^{*} B U$. Then by the adjoint formula of the inverse of an invertible matrix, $\operatorname{det}\left(B_{1}\right)$ is just the $(3,3)$ entry of $U^{*} B^{-1} U$, which is an element in $W\left(B^{-1}\right)=W(B)$.

Conversely, for any unit vector $x \in \mathbf{C}^{3}$ and $\mu=x^{*} B^{-1} x \in W\left(B^{-1}\right)$, we can find a unitary matrix $U \in M_{3}$ so that the third column of $U$ is $x$. Then the $(3,3)$ entry of $U^{*} B^{-1} U$ equals $\mu=\operatorname{det}\left(B_{1}\right)$, where $B_{1}$ is the $2 \times 2$ submatrix lying in the left top corner of $U^{*} B U$. The result follows.

Example 2.3 Let $2 \leq m<n$. Suppose $A=I_{n-2} \oplus \operatorname{diag}\left(w, w^{2}\right)$, where $w$ is the cubic root of unity. Then $W^{H}(A)=W(A)$ is the triangular region with vertices $1, w, w^{2}$.

Proof. To show that $W(A) \subseteq W^{H}(A)$, let $B=\operatorname{diag}\left(1, w, w^{2}\right)$. By Lemma 2.2, for any $\mu \in W(B)=W(A)$, there exists $\tilde{B}$ unitarily similar to $B$ so that $\mu$ equals to the leading $2 \times 2$ minor of $\tilde{B}$. Since $A$ is unitarily similar to $\tilde{A}=I_{m-2} \oplus \tilde{B} \oplus I_{n-m-1}$, and $\operatorname{det}(\tilde{A}[1, \ldots, m])=\mu$, it follows from Lemma 2.1 that $\mu \in W^{H}(A)$.

Next, we prove the reverse inclusion. Note that $W^{H}(A) \subseteq W(K(A))$, where $K(A)$ is the induced matrix associated with principal character. Since $A=I_{n-2} \oplus \operatorname{diag}\left(w, w^{2}\right)$, $K(A)$ is also unitary with eigenvalues $1, w, w^{2}$ with certain multiplicities, see [11]. Hence $W(K(A))=W(A)$.

Let $\chi$ be a degree one character on a subgroup $H$ of the symmetric group of degree $m$. One may consider the generalized matrix function $d_{\chi}^{H}(B)=\sum_{\sigma \in H} \chi(\sigma) \prod_{j=1}^{m} b_{j \sigma(j)}$ and the decomposable numerical range

$$
W_{\chi}^{H}(A)=\left\{d_{\chi}^{H}\left(V^{*} A V\right): V \text { is } n \times m \text { such that } V^{*} V=I_{m}\right\}
$$

associated with $\chi$ on $H$, see [1, 11, 12]. In fact, Lemmas 2.1 and 2.2 can be deduced from some general results on decomposable numerical ranges $W_{\chi}^{H}(A)$ associated with degree one characters $\chi$, and Example 2.3 is valid if one replaces $W^{H}(A)$ by $W_{\chi}^{H}(A)$ for any $\chi$.

It would be nice to prove or disprove Conjecture 1.1 when $m=n>2$.

## 3 Related Results

In this section, we focus on the case when $H=\{e\}$ is the trivial subgroup. Note that in such case, $d^{H}(B)$ is just the product of the diagonal entries of $B$, but the shape of $W^{H}(A)$ is non-trivial even in this case, see e.g. [2, 9]. We will write $W^{H}(A)$ as $W_{m}^{*}(A)$. Our goal is to prove the following result showing that Conjecture 1.1 is valid under certain restriction.

Theorem 3.1 Let $2 \leq m \leq n$ and $(m, n) \neq(2,2)$. Suppose $A \in M_{n}$ is a normal matrix with collinear eigenvalues. Then $W_{m}^{*}(A)$ is convex if and only if $A$ is a multiple of a Hermitian matrix.

Proof. Suppose $A \in M_{n}$ is a multiple of a Hermitian matrix. Then there exists a nonzero $\mu \in \mathbf{C}$ such that $\mu A$ is Hermitian. Thus, $\mu^{m} W_{m}^{*}(A)=W_{m}^{*}(\mu A) \subseteq \mathbf{R}$. By the connectedness and compactness of $W_{m}^{*}(\mu A)$, it is a real line segment and hence is convex.

To prove the converse, suppose $A \in M_{n}$ is normal with collinear eigenvalues, but it is not a multiple of a Hermitian matrix. Then we can choose a suitable nonzero $\nu \in \mathbf{C}$ so that $\nu A$ is unitarily similar to $\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{n}\right)+i I_{n}$ for some $\mu_{1} \geq \cdots \geq \mu_{n}$ with $\mu_{1}>\mu_{n}$. Since $\nu^{m} W_{m}^{*}(A)=W_{m}^{*}(\nu A)$, it suffices to show that $W_{m}^{*}(\nu A)$ is not convex to get the desired conclusion.

The rest of this section is devoted to proving the following.
Assertion: Suppose $1<m \leq n$ and $(m, n) \neq(2,2)$. If $A=\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{n}\right)+i I_{n}$ is not $a$ scalar matrix, then $W_{m}^{*}(A)$ is not convex.

Given two vectors $x, y \in \mathbf{R}^{n}$, we say that $x$ is majorized by $y$, denoted by $x \prec y$, if the sum of the $k$ largest entries of $x$ is not larger than that of $y$ for $k=1, \ldots, n$, and the sum of the entries of $x$ is the same as that of $y$. By [2, Theorem 2.4], we have the following parametrization of $W_{m}^{*}(A)$. One may see [5] and [10] for parameterizations of other generalized numerical ranges.

Lemma 3.2 Let $1 \leq m \leq n, A=\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{n}\right)+i I$ with $\mu_{1} \geq \cdots \geq \mu_{n}$. Then $z \in W_{m}^{*}(A)$ if and only if $z=\prod_{j=1}^{m} \operatorname{cosec} \theta_{j} e^{i\left(\theta_{1}+\cdots+\theta_{m}\right)}$, where $\theta_{j} \in(0, \pi)$ satisfy

$$
\begin{equation*}
\sum_{j=1}^{k} \mu_{n-j+1} \leq \sum_{j=1}^{k} \cot \theta_{s_{j}} \leq \sum_{j=1}^{k} \mu_{j} \quad \text { whenever } \quad 1 \leq s_{1}<\cdots<s_{k} \leq n \tag{1}
\end{equation*}
$$

for any $1 \leq k \leq m$. In particular, if $m=n$, condition (1) becomes

$$
\left(\cot \theta_{1}, \ldots, \cot \theta_{n}\right) \prec\left(\mu_{1}, \ldots, \mu_{n}\right)
$$

Next, we have the following.
Lemma 3.3 Let $1 \leq m \leq n$. Suppose $\theta_{1}, \ldots, \theta_{m} \in(0, \pi)$ satisfy (1) and $\theta_{1}+\cdots+\theta_{m}=m \theta$. Then $\prod_{j=1}^{m} \operatorname{cosec} \theta_{j} \geq(\operatorname{cosec} \theta)^{m}$. The equality holds if and only if $\theta_{j}=\theta, j=1, \ldots, m$.

Proof. Consider the function $f(t)=\ln (1 / \sin t)$ on $(0, \pi)$. Since $f^{\prime \prime}(t)=\operatorname{cosec}^{2} t>0$, we see that $f$ is strictly convex. By [13, 3.C.1], we have $\sum_{j=1}^{m} f\left(\theta_{j}\right) \geq \sum_{j=1}^{m} f(\theta)$ and the equality holds if and only if $\theta_{j}=\theta, j=1, \ldots, m$.

The Proof of the Assertion when $m<n$.
Let $\alpha_{1}=\cot ^{-1}\left(\left(\mu_{1}+\cdots+\mu_{m}\right) / m\right), \alpha_{2}=\cot ^{-1}\left(\left(\mu_{n-m+1}+\cdots+\mu_{n}\right) / m\right)$. Since $\mu_{1}>\mu_{n}$, we have $\alpha_{1}<\alpha_{2}$. Then, $\alpha_{j}^{m} \in W_{m}^{*}(A)$ for $j=1,2$. By Lemma 3.2, we see that the curve $z(\theta)=(\operatorname{cosec} \theta)^{m} e^{i m \theta}, \alpha_{1}<\theta<\alpha_{2}$, lies in $W_{m}^{*}(A)$. Since all diagonal entries of $U^{*} A U$ is nonzero, we see that $0 \notin W_{m}^{*}(A)$. Thus the difference of the arguments between $\alpha_{1}^{m}$ and $\alpha_{2}^{m}$ should be less than $\pi$. Furthermore, by Lemma $3.3 z(\theta)$ in the nearest point to the origin among those points lying on the half ray from the origin passing through $z(\theta)$ for any $\theta \in\left[\alpha_{1}, \alpha_{2}\right]$. Hence it is a nonconvex boundary of $W_{m}^{*}(A)$. We conclude that $W_{m}^{*}(A)$ in not convex.

We need a few more lemmas to handle the case when $m=n$. The first one is a special case of the result in $[9$, Theorem $1(\mathrm{~b})]$. We give a short proof of it for completeness.

Lemma 3.4 Let $A=\operatorname{diag}\left(\mu_{1}, \mu_{2}\right)+i I$. Then $W_{2}^{*}(A)$ is a horizontal line segment with all the points having imaginary parts $\left(\mu_{1}+\mu_{2}\right)$. Furthermore, suppose $B=\left(b_{i j}\right)$ is unitarily similar to $A$ and $z=b_{11} b_{22}$. Then $z$ is the end point of $W_{2}^{*}(A)$ if and only if $B$ is a diagonal matrix or $b_{11}=b_{22}$.

Proof. From Lemma 3.2, we see that

$$
W_{2}^{*}(A)=\left\{\left(t_{1} t_{2}-1\right)+\left(\mu_{1}+\mu_{2}\right) i:\left(t_{1}, t_{2}\right) \prec\left(\mu_{1}, \mu_{2}\right)\right\} .
$$

The result of the first part follows. The end points of $W_{2}^{*}(A)$ correspond to the extrema of the product $t_{1} t_{2}$ subject to $\left(t_{1}, t_{2}\right) \prec\left(\mu_{1}, \mu_{2}\right)$. They are attained only when $\left\{t_{1}, t_{2}\right\}=\left\{\mu_{1}, \mu_{2}\right\}$ or $t_{1}=t_{2}$. Since $t_{1}+i$ and $t_{2}+i$ can be regarded as the diagonal entries of $B$, the result follows.

When $m=n=3$, we also have a complete description of $W_{3}^{*}(A)$.
Lemma 3.5 Let $A=\operatorname{diag}\left(\mu_{1}, \mu_{2}, \mu_{3}\right)+i I$.
(a) The set $W_{3}^{*}(A)$ is the closed region bounded by the following curves:
(i) $\left\{\prod_{j=1}^{3}\left(t_{j}+i\right):\left(t_{1}, t_{2}, t_{3}\right) \prec\left(\mu_{1}, \mu_{2}, \mu_{3}\right), \mu_{1}=t_{1} \geq t_{2} \geq t_{3}\right\}$,
(ii) $\left\{\prod_{j=1}^{3}\left(t_{j}+i\right):\left(t_{1}, t_{2}, t_{3}\right) \prec\left(\mu_{1}, \mu_{2}, \mu_{3}\right), t_{1} \geq t_{2} \geq t_{3}=\mu_{3}\right\}$,
(iii) $\left\{\prod_{j=1}^{3}\left(t_{j}+i\right):\left(t_{1}, t_{2}, t_{3}\right) \prec\left(\mu_{1}, \mu_{2}, \mu_{3}\right), t_{1}=t_{2} \geq t_{3}\right\}$,
(iv) $\left\{\prod_{j=1}^{3}\left(t_{j}+i\right):\left(t_{1}, t_{2}, t_{3}\right) \prec\left(\mu_{1}, \mu_{2}, \mu_{3}\right), t_{1} \geq t_{2}=t_{3}\right\}$.
(b) Suppose $B=\left(b_{i j}\right)$ is unitarily similar to $A$ and $z=b_{11} b_{22} b_{33} \in W_{3}^{*}(A)$. Then, the following are equivalent.
(i) The point $z$ is an interior point of $W_{3}^{*}(A)$.
(ii) The diagonal entries $b_{11}, b_{22}$ and $b_{33}$ are distinct, and $\mu_{3}<b_{j j}-i<\mu_{1}, j=1,2,3$.
(iii) The diagonal entries $b_{11}, b_{22}$ and $b_{33}$ are distinct. Moreover, at least two of the numbers among $b_{12}, b_{13}$ and $b_{23}$ are nonzero, or $\mu_{1}>\mu_{2}>\mu_{3}$ and $B$ is permutationally similar to $\left(\mu_{2}+i\right) \oplus B^{\prime}$ where $B^{\prime}$ is not a diagonal matrix.

Proof. From Lemma 3.2, we know that

$$
W_{3}^{*}(A)=\left\{\left(t_{1}+i\right)\left(t_{2}+i\right)\left(t_{3}+i\right):\left(t_{1}, t_{2}, t_{3}\right) \prec\left(\mu_{1}, \mu_{2}, \mu_{3}\right)\right\} .
$$

Consider the continuous function $f: \mathbf{R}^{3} \rightarrow \mathbf{C}$ given by

$$
f\left(t_{1}, t_{2}, t_{3}\right)=\left(t_{1}+i\right)\left(t_{2}+i\right)\left(t_{3}+i\right)
$$

Suppose $t_{1}+t_{2}+t_{3}=s_{1}+s_{2}+s_{3}$. If $f\left(t_{1}, t_{2}, t_{3}\right)=f\left(s_{1}, s_{2}, s_{3}\right)$, we easily check that

$$
\left\{\begin{aligned}
t_{1} t_{2} t_{3} & =s_{1} s_{2} s_{3} \\
t_{1} t_{2}+t_{1} t_{3}+t_{2} t_{3} & =s_{1} s_{2}+s_{1} s_{3}+s_{2} s_{3} \\
t_{1}+t_{2}+t_{3} & =s_{1}+s_{2}+s_{3}
\end{aligned}\right.
$$

which implies that the $t_{j}$ 's and $s_{j}$ 's are the roots of the same cubic polynomial, and hence $\left(t_{1}, t_{2}, t_{3}\right)$ is a permutation of $\left(s_{1}, s_{2}, s_{3}\right)$.

We now reduce $f$ to a 1-to-1 function as follows. Suppose $t_{1} \geq t_{2} \geq t_{3}$. For $\left(t_{1}, t_{2}, t_{3}\right) \prec$ $\left(\mu_{1}, \mu_{2}, \mu_{3}\right)$, we see that $\left(t_{1}, t_{2}\right)$ belongs to the region

$$
D=\left\{\left(t_{1}, t_{2}\right): \mu_{1} \geq t_{1} \geq t_{2} \geq \mu_{1}+\mu_{2}+\mu_{3}-t_{1}-t_{2}, t_{1}+t_{2} \leq \mu_{1}+\mu_{2}\right\}
$$

Consider the continuous function $g: \mathbf{R}^{2} \rightarrow \mathbf{C}$ given by

$$
g\left(t_{1}, t_{2}\right)=\left(t_{1}+i\right)\left(t_{2}+i\right)\left(\mu_{1}+\mu_{2}+\mu_{3}-t_{1}-t_{2}+i\right) .
$$

From the above argument, it is clear that $g$ is 1-to- 1 on $D$ and $g(D)=W_{3}^{*}(A)$.
Let $\partial D$ and $D^{o}$ denote the boundary and interior of $D$. Now $g(\partial D)$ is a closed curve in C without crossing. As $D^{o}$ is connected and $g$ is 1-to- 1 on $D, g\left(D^{o}\right)$ must be either entirely inside or entirely outside the region bounded by $g(\partial D)$. However, in $D$, we may continuously contract $\partial D$ to a point. Thus we can conclude that (I) $g\left(D^{o}\right)$ is the open region bounded by $g(\partial D)$ and also consequently (II) $g(\partial D)$ is the boundary of $g(D)$.

The result of (a) now follows from (II), and the fact that $\mu_{1}+\mu_{2}+\mu_{3}=t_{1}+2 t_{2}$ is equivalent to $t_{2}=t_{3}$. For (b), as $t_{1}+i, t_{2}+i$ and $t_{3}+i$ can be regarded as the diagonal entries of $B$, the equivalence of (i) and (ii) follows from (I) and (II). The equivalence of (ii) and (iii) is straight forward.

We remark that in Lemma 3.5(a), the curves (i) and (ii) are actually line segments. Computer plots show that the curves (iii) and (iv) are non-convex boundary intersecting at the point $\left(\frac{1}{3} \sum_{j=1}^{3} \mu_{j}+i\right)^{3}$. Our goal is to prove that, for $n \geq 3$ and under the condition $\mu_{1}>\mu_{n}$, the point $\left(\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i\right)^{n}$ is special in the sense that it is a boundary point and the boundary sufficiently close to it must be non-convex.

Lemma 3.6 Let $A=\operatorname{diag}\left(\mu_{1}, \ldots, \mu_{n}\right)+i I$. Then, there is an $\epsilon>0$ such that for any $z \in W_{n}^{*}(A)$ satisfying $\left|z-\left(\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i\right)^{n}\right|<\epsilon$, the following condition holds:

If $B=\left(b_{i j}\right)$ is unitarily similar to $A, z=\prod_{j=1}^{n} b_{j j}$, and $B$ is permutationally similar to $S \oplus T$ where $S$ is $1 \times 1$ or all the diagonal entries of $S$ are the same, then all the diagonal entries of $S$ equal $\left(\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i\right)$.

Proof. Suppose $N \subseteq\{1, \ldots, n\}$ such that $c=\frac{1}{|N|} \sum_{j \in N} \mu_{j} \neq \frac{1}{n} \sum_{j=1}^{n} \mu_{j}$. Let $A(N)$ be the matrix formed by deleting row $j$ and column $j$ of $A$ for all $j \in N$. Note that $A(N)$ is then a diagonal matrix with diagonal entries $\mu_{j}+i$ where $j \in\{1, \ldots, n\} \backslash N$. It is easy to see that the compact set $(c+i)^{|N|} W_{n-|N|}^{*}(A(N)) \subseteq W_{n}^{*}(A)$ and, by Lemma 3.3,

$$
z_{o}=\left(\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i\right)^{n} \notin(c+i)^{|N|} W_{n-|N|}^{*}(A(N)) .
$$

Consequently the distance between $z_{o}$ and $(c+i)^{|N|} W_{n-|N|}^{*}(A(N))$ is positive. Let

$$
Q=\bigcup(c+i)^{|N|} W_{n-|N|}^{*}(A(N))
$$

where the union is over all $N \subseteq\{1, \ldots, n\}$ such that $\frac{1}{|N|} \sum_{j \in N} \mu_{j} \neq \frac{1}{n} \sum_{j=1}^{n} \mu_{j}$. As there are only finitely many choices of $N$, we see that $z_{o}$ is of positive distance, say $d$, to the compact set $Q$. Let $\epsilon \in(0, d)$. We are going to show that the lemma holds.

Suppose $z \in W_{n}^{*}(A)$ satisfies $\left|z-z_{o}\right|<\epsilon, z=\prod_{j=1}^{n} b_{j j}$ where $B=\left(b_{i j}\right)$ is unitarily similar to $A$, and $B$ is permutationally similar to $S \oplus T$ where $S$ is $1 \times 1$ or all the diagonal entries of $S$ are the same, say equal $s$. Since $B$ is similar to a direct sum and $S$ is a summand, $s=\frac{1}{|N|} \sum_{j \in N} \mu_{j}+i$ for some $N \subseteq\{1, \ldots, n\}$. As $z \notin Q$, we see that the only possible value for $s$ is $\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i$. The result follows.

We readily have the following lemma because the diagonal entries involved are non-zero.
Lemma 3.7 Let $B=\left(b_{i j}\right)$ be unitary similar to $A$ and $z=\prod_{j=1}^{n} b_{j j} \in W_{n}^{*}(A)$. Suppose $B^{\prime}=\left(b_{i j}^{\prime}\right)$ is a $p \times p$ principal submatrix of $B$ and $z^{\prime}=\prod_{j=1}^{p} b_{j j}^{\prime} \in W_{p}^{*}\left(B^{\prime}\right)$. If $z^{\prime}$ is an interior point of $W_{p}^{*}\left(B^{\prime}\right)$, then $z$ is an interior point of $W_{n}^{*}(A)$.

## Proof of the Assertion for $m=n \geq 3$.

As in the proof of our Assertion when $m<n$, using Lemma 3.3, we see that $z_{0}=$ $\left(\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i\right)^{n}$ is the point nearest to the origin among all those points in $W_{n}^{*}(A)$ lying on the half ray from the origin passing through $z_{0}$. Thus we know that $z_{0}$ is a boundary point of $W_{n}^{*}(A)$.

Assume the contrary that $W_{n}^{*}(A)$ is convex. Since $\mu_{1}>\mu_{n}$, we see that $W_{n}^{*}(A)$ is a compact connected set but not a singleton. Let $\epsilon$ be given as in Lemma 3.6 and $z$ a boundary point of $W_{n}^{*}(A)$ such that $0<\left|z-\left(\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i\right)^{n}\right|<\epsilon$. Suppose $B=\left(b_{i j}\right)$ is
unitarily similar to $A$ such that $z=\prod_{j=1}^{n} b_{j j}$. By a suitable permutation similarity, we may assume that $B$ has $r$ distinct diagonal entries and $B=\left(B_{i j}\right)_{i, j=1, \ldots, r}$, where each $B_{j j}$ block has equal diagonal entries. We prove the result by showing that for different values of $r$ we have a contradiction.

If $r=1$ all the diagonal entries of $B$ are $\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i$ and thus $z=\left(\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i\right)^{n}$. This contradicts our choice of $z$ and the result follows.

For $r \geq 2$, we first establish the following claim.
Claim: If there exists $b_{j k} \neq 0$ with $b_{j j} \neq b_{k k}$, then $b_{j j}$ and $b_{k k}$ must be of multiplicity 1 among the diagonal entries of $B$.

If the claim is not true, consider a $3 \times 3$ principal submatrix, say $B[j, k, l]$, with $b_{k k}=b_{l l}$. Since $b_{j k} \neq 0$, by Lemma 3.4, $b_{j j} b_{k k}$ is not an end point of the segment $W_{2}^{*}(B[j, k])$ and thus $z$ is not an end point of the segment $\left(\prod_{p \neq j, k} b_{p p}\right) W_{2}^{*}(B[j, k]) \subseteq W_{n}^{*}(A)$. Since $W_{n}^{*}(A)$ is convex and $z$ is on the boundary, the segment $\left(\prod_{p \neq j, k} b_{p p}\right) W_{2}^{*}(B[j, k])$ is on the boundary of $W_{n}^{*}(A)$. Now choose a $2 \times 2$ unitary matrix $U$ such that $\tilde{B}=(U \oplus(1))^{*} B[j, k, l](U \oplus(1))$ has distinct diagonal entries and its $(1,2)$ entry is non-zero. Suppose the three diagonal entries are $b_{j j}+\delta, b_{k k}-\delta$ and $b_{l l}$. Since

$$
w=\left(\prod_{p \neq j, k} b_{p p}\right)\left(b_{j j}+\delta\right)\left(b_{k k}-\delta\right) \in\left(\prod_{p \neq j, k} b_{p p}\right) W_{2}^{*}(B[j, k]),
$$

we see that $w$ is on the boundary of $W_{n}^{*}(A)$. However, if the $(1,3)$ or the $(2,3)$ entry of $\tilde{B}$ is nonzero then, by Lemma $3.5(\mathrm{~b}),\left(b_{j j}+\delta\right)\left(b_{k k}-\delta\right) b_{l l}$ is an interior point of $W_{3}^{*}(\tilde{B})$. By Lemma 3.7, we deduce that $w$ is an interior point of $W_{n}^{*}(A)$. Also, if the $(1,3)$ and $(2,3)$ entries of $\tilde{B}$ are zero, then we can check that $\tilde{B}-i I$ has distinct eigenvalues and $b_{l l}-i$ is the second one. By Lemma 3.5(b) again, $\left(b_{j j}+\delta\right)\left(b_{k k}-\delta\right) b_{l l}$ is an interior point of $W_{3}^{*}(\tilde{B})$ and consequently $w$ is an interior point of $W_{n}^{*}(A)$. In both case, we get a contradiction. Thus our claim is proved.

We now continue with the proof of the Assertion. Suppose $r=2$. Then, by the claim above, $B=B_{11} \oplus B_{22}$. By Lemma 3.6, all the diagonal entries of $B$ are $\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i$ and again we have a contradiction. The result follows.

Suppose $r \geq 3$. If $B=\oplus_{j=1}^{r} B_{j j}$ then, by Lemma 3.6, all the diagonal entries of $B$ are $\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i$ and we are through. Suppose there is only one $2 \times 2$ principal submatrix such that the two diagonal entries are distinct and the off-diagonal entries are nonzero. Without loss of generality, using the above claim, we may assume the matrix is $B[1,2]$. Then $B=B[1,2] \oplus B(1,2)$ where $B(1,2)$ is the principal submatrix complement to $B[1,2]$, and $B(1,2)$ is a direct sum of matrices of constant diagonal entries. By Lemma 3.6, every diagonal entry of $B(1,2)$ is $\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i$. Consider the submatrix $B[1,2,3]=B[1,2] \oplus\left(b_{33}\right)$. Because every diagonal entries of $B(1,2)$ is $\frac{1}{n} \sum_{j=1}^{n} \mu_{j}+i$, we easily deduce that $B[1,2,3]-i I$ has three distinct eigenvalues and that $b_{33}-i$ is the second one. Then, by Lemma 3.5(b),
$b_{11} b_{22} b_{33}$ is an interior point of $W_{3}^{*}(B[1,2,3])$ and consequently $z$ is an interior point of $W_{n}^{*}(A)$. This contradicts the fact that $z$ is a boundary point of $W_{n}^{*}(A)$

Now suppose there exist two $2 \times 2$ principal submatrices, say $B[1,2]$ and $B[p, q]$, with $p<q$, such that $b_{12}$ and $b_{p q}$ are nonzero. If these two submatrices overlap, they actually come from the $3 \times 3$ principal submatrix $B[1,2, q]$. Then two of the off-diagonal entries $b_{12}$, $b_{1 q}$ and $b_{2 q}$ are nonzero. Similarly, we can deduce that $z$ in an interior point of $W_{n}^{*}(A)$. This gives a contradiction.

Now suppose $B[1,2]$ and $B[p, q]$ do not overlap and so we have the $4 \times 4$ submatrix $B[1,2, p, q]$. By the above claim again, all the four diagonal entries are distinct. As $b_{12}$ and $b_{p q}$ are non-zero, by Lemma 3.4, we have $b_{11} b_{22} \in W_{2}^{*}(B[1,2])$ but not the end points, $b_{p p} b_{q q} \in W_{2}^{*}(B[p, q])$ but not the end points. From Lemma 3.4, $W_{2}^{*}(B[1,2])$ and $W_{2}^{*}(B[p, q])$ are two horizontal segments. So, unless both of them lie on the real axis, it is obvious that $b_{11} b_{22} b_{p p} b_{q q}$ is in the interior of $W_{2}^{*}(B[1,2]) \cdot W_{2}^{*}(B[p, q])$, where

$$
\begin{aligned}
W_{2}^{*}(B[1,2]) \cdot W_{2}^{*}(B[p, q]) & =\left\{z_{1} z_{2}: z_{1} \in W_{2}^{*}(B[1,2]), z_{2} \in W_{2}^{*}(B[p, q])\right\} \\
& \subseteq W_{4}^{*}(B[1,2, p, q])
\end{aligned}
$$

By Lemma 3.7, we are done except for that particular case.
Suppose now $W_{2}^{*}(B[1,2])$ and $W_{2}^{*}(B[p, q])$ are two horizontal segments lying on the real axis. From Lemma 3.4, we know that $\left(b_{11}-i\right)+\left(b_{22}-i\right)=0$ and $\left(b_{p p}-i\right)+\left(b_{q q}-i\right)=0$. Thus $b_{11}-i, b_{22}-i, b_{p p}-i$ and $b_{q q}-i$ are nonzero because $b_{11}, b_{22}, b_{p p}$ and $b_{q q}$ are distinct. Without loss of generality, suppose $\left|b_{11}-i\right|>\left|b_{p p}-i\right|$. Consider the $3 \times 3$ submatrix $B[1,2, p]$. If $b_{1 p}$ or $b_{2 p}$ is nonzero, then by Lemma $3.5(\mathrm{~b}), b_{11} b_{22} b_{p p}$ is an interior point of $W_{3}^{*}(B[1,2, p])$. Otherwise, we can deduce that $B[1,2, p]-i I$ has distinct eigenvalues and $b_{p p}-i$ is the second eigenvalue. In both cases, as before, we can deduce that $z$ is an interior point of $W_{n}^{*}(A)$ and this gives a contradiction. The proof is now complete.

We conclude our paper with the following remark concerning another possible approach to Conjecture 1.1.

Let $\lambda$ be an indeterminate and $A$ an $n \times n$ normal matrix with eigenvalues $\alpha_{1}, \ldots, \alpha_{n}$. It follows from definition that every polynomial in $W_{m}^{*}(\lambda I-A)$ has all its roots in $W(A)$, the numerical range of $A$. Let

$$
P(m, A)=\left\{\prod_{j=1}^{m}\left(\lambda-\alpha_{i_{j}}\right): 1 \leq i_{1}<\cdots<i_{m} \leq n\right\} \subseteq W_{m}^{*}(\lambda I-A)
$$

It is known [4] that if $2 \leq m \leq n-2$ and the eigenvalues of $A$ are not collinear, then $\operatorname{conv} P(m, A)$ contains a polynomial which has a root $z_{0} \notin W(A)$. Consequently, $0 \notin$ $W_{m}^{*}\left(z_{0} I-A\right)$ but $0 \in \operatorname{conv}\left\{\prod_{j=1}^{m}\left(z_{0}-\alpha_{i_{j}}\right): 1 \leq i_{1}<\cdots<i_{m} \leq n\right\}$. Thus, we have

Theorem 3.8 Suppose $2 \leq m \leq n-2$. If the eigenvalues of a normal matrix $A$ are not collinear, then there exists a complex number $z_{0}$ such that $W_{m}^{*}\left(z_{0} I-A\right)$ is not convex.

## Acknowledgement

Research of the second author was partially supported by an NSF grant, and a faculty research grant of the College of William and Mary in the academic year 1998-1999.

## References

[1] N. Bebiano, C.K. Li and J. da Providencia, A brief survey on the decomposable numerical range of matrices, Linear and Multilinear Algebra 32 (1992), 179-190.
[2] N. Bebiano, C.K. Li and J. da Providencia, Product of diagonal elements of matrices, Linear Algebra Appl. 178 (1993), 185-200.
[3] C.F. Chan, Some more on a conjecture of Marcus and Wang, Linear and Multilinear Algebra 25 (1989), 231-235.
[4] C.M. Cheng, On the decomposable numerical range of $\lambda I-N$, Linear and Multilinear Algebra 37 (1994), 197-205.
[5] C.M. Cheng and C.K. Li, Some geometrical properties of the decomposable numerical range, Linear and Multilinear Algebra 37 (1994), 207-212.
[6] R.A. Horn and C.R. Johnson, Topics in Matrix Analysis, Cambridge University Press, New York, 1991.
[7] S.A. Hu, J.F. Hurley and T.Y. Tam, Nonconvexity of the permanental numerical range, Linear Algebra Appl. 180 (1993), 121-131.
[8] S.A. Hu and T.Y. Tam, Operators with permanental numerical ranges on a straight line, Linear and Multilinear Algebra 29 (1991), 263-277.
[9] S.A. Hu and T.Y. Tam, On the generalized numerical ranges with principal character, Linear and Multilinear Algebra 30 (1991), 93-107.
[10] C.K. Li and A. Zaharia, Nonconvexity of the generalized numerical range associated with the principal character, to appear in Canad. Math. Bulletin. Preprint available at: http://www.math.wm.edu/~ckli/per.ps.gz.
[11] M. Marcus, Finite Dimensional Multilinear Algebra, Part I and II, Marcel Dekker, New York, 1973 and 1975.
[12] M. Marcus and B.Y. Wang, Some variations on the numerical range, Linear and Multilinear Algebra 9 (1980), 111-120.
[13] A.W. Marshall and I. Olkin, Inequalities: The Theory of Majorization and Its Applications, Academic Press, New York, 1979.

