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Abstract. Given commuting families of Hermitian matrices {A1, . . . , Ak} and {B1, . . . , Bk},

conditions for the existence of a completely positive map Φ, such that Φ(Aj) = Bj for j =

1, . . . , k, are studied. Additional properties such as unital or / and trace preserving on the map

Φ are also considered. Connections of the study to dilation theory, matrix inequalities, unitary

orbits, and quantum information science are mentioned.

1. Introduction

Denote by Mn,m the set of n×m complex matrices, and use Mn to denote Mn,n. Let Hn be

the set of Hermitian matrices in Mn. A matrix A ∈ Hn is positive semidefinite if all eigenvalues

of A are nonnegative. A linear map Φ : Mn → Mm is positive if it maps positive semidefinite

matrices to positive semidefinite matrices. Suppose Mk(Mn) is the algebra of block matrices

of the form (Aij)1≤i,j≤k with Aij ∈ Mn for each pair of (i, j). A linear map Φ : Mn → Mm is

completely positive if for each positive integer k, the map Ik ⊗ Φ : Mk(Mn)→Mk(Mm) defined

by (Ik ⊗ Φ)(Aij) = (Φ(Aij)) is positive.

The purpose of this paper is to study the following.

Problem 1.1. Given A1, . . . , Ak ∈ Mn and B1, . . . , Bk ∈ Mm, determine the necessary and

sufficient condition for the existence of a completely positive map Φ : Mn → Mm such that

Φ(Aj) = Bj for j = 1, . . . , k, and possibly with the additional properties that Φ(In) = Im or/and

Φ is trace preserving.

Clearly, this can be viewed as an interpolation problem by completely positive maps. Denote

byHn the set of Hermitian matrices inMn. Since for a positive linear map Φ satisfying Φ(X) = Y

if and only if Φ(X∗) = Y ∗ for any (X,Y ) ∈ Mn ×Mm, we can focus on the study of Problem

1.1 for {A1, . . . , Ak} ⊆ Hn and {B1, . . . , Bk} ⊆ Hm

Over half a century ago, Steinspring [19] introduced completely positive maps in the study of

dilation problems for operators. Since then, the area has been studied extensively [15, 16]. In

particular, researchers have obtained interesting structure theorem for completely positive maps

on matrices. For example, Choi [2] (see also [10]) showed that a linear map Φ : Mn → Mm is
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completely positive if and only if there exist F1, . . . , Fr ∈Mn,m such that

(1.1) Φ(A) =
r∑
j=1

F ∗
j AFj .

This is called an operator sum representation of the completely positive map Φ.

In the context of quantum information theory, every quantum operation is a completely

positive map sending quantum states to quantum states, where quantum states are represented

as density matrices, i.e., positive semidefinite matrices with trace one. Because a completely

positive map Φ : Mn → Mm representing a quantum operation will send density matrices to

density matrices, the map Φ is trace preserving, i.e., Φ(A) ∈ Mm and A ∈ Mn always have the

same trace. Therefore, in quantum information science, most studies are on trace preserving

completely positive maps. On the other hand, in the C∗-algebra context, since the trace function

may not be defined, most studies are on unital maps, i.e., Φ(In) = Im. While rich theory has

been developed for completely positive maps, for example, see [15, 16], there are many basic

problems motivated by applied topics which deserve further study.

In quantum information science, one has to study and construct quantum operations sending

a specific family of density operators to another family. This clearly reduces to Problem 1.1 if

we restrict our attention to density matrices A1, . . . , Ak ∈Mn and B1, . . . , Bk ∈Mm; see [14].

Using the operator sum representation (1.1) of completely positive maps, and the inner prod-

uct 〈A,B〉 = tr (AB∗) for A,B ∈ Mm,n, one has the following result showing the connection

between trace preserving completely positive maps and unital completely positive maps.

Proposition 1.2. Suppose Φ : Mn → Mm is a completely positive map with operator sum

representation in (1.1). Then Φ is unital if and only if
∑r

j=1 F
∗
j Fj = Im; Φ is trace preserving

if and only if
∑r

i=1 FjF
∗
j = In. Moreover, the dual linear map Φ∗ : Mm →Mn defined by

Φ∗(B) =

r∑
j=1

FjBF
∗
j

is the unique linear map satisfying 〈Φ(A), B〉 = 〈A,Φ∗(B)〉 for all (A,B) ∈ Mn ×Mm. Conse-

quently, Φ is unital if and only if Φ∗ is trace preserving.

The above proposition provides a link between problems and results for trace preserving

completely positive maps and unital completely positive maps. Therefore, one might expect

that the results and proofs for the two types of problems can be converted to each other easily.

However, this does not seem to be the case as shown in our results. In fact, some results in trace

preserving completely positive maps are more involved in our study, and they have no analogs

for unital completely positive maps; see Remark 2.3 b), and the remarks after Corollary 3.4 and

Theorem 3.6.

It is known that the study of completely positive maps are closely related to the dilations of

operators. Recall that a matrix B ∈ Mm has a dilation A ∈ Mn if there is an n×m matrix V
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such that V ∗V = Im and V ∗AV = B. The next result shows that Problem 1.1 can be formulated

as problems involving dilations and principal submatrices of a matrix.

Proposition 1.3. Suppose Φ : Mn → Mm is a completely positive map with operator sum

representation (1.1). If F =

F1
...
Fr

, then Φ(A) = F ∗(Ir ⊗A)F . If F̃ = [F1 · · · Fr] and F̃ ∗AF̃ =

(Aij) with A11, . . . , Arr ∈Mm, then Φ(A) = A11 + · · ·+Arr. Furthermore, the following hold.

(a) The map Φ is unital if and only if F ∗F = Im.

(b) The map Φ is trace preserving if and only if F̃ F̃ ∗ = In.

Proposition 1.4. Suppose Φ : Mn →Mm is a completely positive map. Given unitaries U ∈Mn

and V ∈ Mm, define Ψ : Mn → Mm by Ψ(X) = V ∗Φ(U∗XU)V . Then Ψ is also completely

positive. Furthermore, Ψ is unital and/or trace preserving if and only if Φ has the corresponding

property. If Φ(X) =
∑r

j=1 F
∗
j XFj, then Ψ(X) =

∑r
j=1(UFjV )∗X(UFjV ).

Propositions 1.2 – 1.4 will be used in the subsequent discussion. Our paper is organized

as follows. In Section 2, we determine the condition for the existence of completely positive

maps (possibly with additional conditions such as unital or/and trace presering) Φ : Mn →Mm

sending a given commuting family of matrices in Hn to another one in Hm. In Section 3, we

give a more detailed analysis for the case when each family has only one matrix. Some related

results, additional remarks, and open problems will be mentioned in Section 4.

2. completely positive maps between commuting families

In this section, we consider (unital) completely positive maps Φ : Mn →Mm sending a given

commuting family of matrices in Hn to another commuting family in Hm.

Theorem 2.1. Let {A1, . . . , Ak} ⊆ Hn and {B1, . . . , Bk} ⊆ Hm be two commuting families.

Then there exist unitary matrices U ∈ Mn and V ∈ Mm such that U∗AiU and V BiV
∗ are

diagonal matrices with diagonals ai = (ai1, . . . , ain) and bi = (bi1, . . . , bim) respectively, for

i = 1, . . . , k. The following conditions are equivalent.

(a) There is a completely positive map Φ : Mn →Mm such that Φ(Ai) = Bi for i = 1, . . . , k.

(b) There is an n×m nonnegative matrix D = (dpq) such that

(bij) = (aij)D.

Suppose (b) holds. For 1 ≤ j ≤ m, let Fj be the n × n matrix having the jth column equal to

(
√
d1j ,

√
d2j , . . . ,

√
dnj)

t and zero elsewhere. Then we have

(2.1) Bi =

r∑
j=1

(UFjV )∗Ai(UFjV ), i = 1, . . . , k,

Furthermore,

(1) Φ in (a) is unital if and only if D in (b) can be chosen to be column stochastic.
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(2) Φ in (a) is trace preserving if and only if D in (b) can be chosen to be row stochastic.

(3) Φ in (a) is unital and trace preserving if and only if D in (b) can be chosen to be doubly

stochastic.

Proof. By Proposition 1.4, we may assume that Ai = diag (ai) and Bi = diag (bi) for

i = 1, . . . , k, and take U = In, V = Im in (2.1).

(a) ⇒ (b): Suppose there is a completely positive map Φ : Mn →Mm such that Φ(Ai) = Bi

for i = 1, . . . , k. By (1.1), we have F j =
(
f jpq
)
∈Mn,m, j = 1, . . . , r, such that

Φ(X) =
r∑
j=1

F ∗
j XFj .

For 1 ≤ p ≤ n and 1 ≤ q ≤ m, let dpq =
∑r

j=1 |f
j
pq|2. Then D = (dpq) is an n×m nonnegative

matrix such that

(bij) = (aij)D.

(b) ⇒ (a): Suppose D = (dpq) is a nonnegative matrix satisfying (bij) = (aij)D. Let Fj

be defined as in the theorem. Then direct computation shows that for every x = (x1, . . . , xn),∑r
j=1 F

∗
j diag (x)Fj is a diagonal matrix with diagonal y = xD. Hence, for i = 1, . . . , k, we have

diag (bi) =

m∑
j=1

F ∗
j diag (ai)Fj ,

for i = 1, . . . , k.

For N ≥ 1, let 1N be a row vector of N 1’s, then we have

Φ is unital ⇔ Φ(In) = Im ⇔ 1m = 1nD ⇔ D is column stochastic.

This proves (1). The proof for cases (2) and (3) are similar. �

Condition (b) in Theorem 2.1 has been studied in [5, 17, 1] with row (column, doubly, respec-

tively) D. An analog of (3) for II1 factor is also proven in [1].

A completely positive map Φ : Mn →Mn is called mixed unitary if there exist unitary matrices

U1, . . . , Ur ∈Mn and positive numbers t1, . . . , tr summing up to 1 such that

Φ(X) =

r∑
j=1

tjU
∗
jXUj .

Clearly, every mixed unitary completely positive map is unital and trace preserving. For n ≥ 3,

there exists [11] a unital trace preserving completely positive map which is not mixed unitary.

By the Birkhoff Theorem [13], a doubly stochastic matrix D can be expressed in the form

(2.2) D =

r∑
j=1

tjPj

for some positive numbers t1, . . . , tr summing up to 1 and permutation matrices P1, . . . , Pr ∈Mn.

Using this result and (3) in Theorem 2.1, we have the following corollary.
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Corollary 2.2. Under the hypothesis of Theorem 2.1, suppose there is a unital trace preserving

completely positive map Φ satisfying (a), and D is a doubly stochastic matrix satisfying (b). Let

D be expressed as in (2.2). Then the mixed unitary map Ψ : Mn →Mn defined by

Ψ(X) =

r∑
j=1

tj(UPjV )∗X(UPjV )

also satisfies Ψ(Ai) = Bi for i = 1, . . . , k.

Remark 2.3. The following remarks concerning Theorem 2.1 are in order.

a) In Theorem 2.1, if the matrices U and V in the hypothesis are merely invertible instead

of unitary, conditions (a) and (b) are still equivalent. In other words, the result applies

to two families {A1, . . . , Ak} ⊆ Hn and {B1, . . . , Bk} ⊆ Hm such that each family is

simultaneously congruent to diagonal matrices.

b) To check conditions (b) and the corresponding ones in (1) , (2) and (3), one can use

standard linear programming techniques.

To check condition (1), one can divide the problem of finding a column stochastic D

into m independent problems of determining the columns d1, . . . ,dm of D as follows.

Set A = (aij)1≤i≤k,1≤j≤n. For each q = 1, . . . ,m, determine a nonnegative vector

dq ∈ Rn with entries summing up to one such that Adq = (b1q, . . . , bkq)
t.

Clearly, the solution set of each of the problems is a convex polyhedron, namely,

Pq =

d =

d1q...
dnq

 : dpq ≥ 0,
n∑
p=1

dpq = 1, and Ad =

b1q...
bkq




in Rn. By standard convex analysis, if A has rank k, then the extreme points of the

polyhedron Pq, if non-empty, has at most k+1 nonzero entries. Thus, one can construct

a sparse matrix D as a solution using the extreme points in the solution sets Pq.

To check condition (2), one can construct an extreme point (with sparse pattern)

of the set of row stochastic matrices D satisfying (bij) = (aij)D. However, unlike the

checking of (1), one cannot treat individual rows separately to reduce the complexity of

the computation.

c) In the construction of F1, . . . , Fr in the last assertion of the theorem, we see that each

Fj has rank at most ` = min{m,n} so that the corresponding completely positive map

Φ is a super `-positive map [18].

d) Note that in our construction, if A1, . . . , Ak and B1, . . . , Bk are in diagonal form, then

the map Ai 7→ F ∗
j AiFj has only one nonzero entry at the (j, j) position obtained by tak-

ing a nonnegative combination of the diagonal entries of Ai. In the context of quantum

information science, it is easy to implement the map (quantum operation) Φ on diag-

onal matrices because all the actions only take place at the diagonal entries (classical

channels).
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3. Completely positive maps on a single matrix

For a single matrix, we can give a more detailed analysis of the result in Theorem 2.1, and

show that the study is related to other topics such as eigenvalue inequalities. Moreover, the

results show that there are some results on trace preserving completely positive maps with no

analogs for unital completely positive maps, and vice versa.

3.1. Unital completely positive maps.

Theorem 3.1. Suppose A ∈ Hn and B ∈ Hm have eigenvalues a1, . . . , an and b1, . . . , bm,

respectively. Let a = (a1, . . . , an) and b = (b1, . . . , bm). The following conditions are equivalent.

(a) There is a (unital) completely positive map Φ : Mn →Mm such that Φ(A) = B.

(b) There is a nonnegative (column stochastic) matrix D = (dpq) such that b = aD.

(c) There are real numbers γ1, γ2 ≥ 0 (with γ1 = γ2 = 1) such that

(3.1) γ2 min{ai : 1 ≤ i ≤ n} ≤ bj ≤ γ1 max{ai : 1 ≤ i ≤ n}.

for all 1 ≤ j ≤ m.

Proof. By Theorem 2.1, (a) and (b) are equivalent. Without loss of generality, we may assume

that a1 ≥ · · · ≥ an and b1 ≥ · · · ≥ bm.

(b) ⇒ (c): Suppose there is a nonnegative matrix D = (dpq) such that b = aD. Let

γ1 =
∑n

p=1 dp1 and γ2 =
∑n

p=1 dpm. Then for each 1 ≤ j ≤ m, we have

γ2an =

n∑
p=1

dpman ≤
n∑
p=1

dpmap = bm ≤ bj ≤ b1 =

n∑
p=1

dp1ap ≤
n∑
p=1

dp1a1 = γ1a1.

If D is column stochastic, then it follows from definition that γ1 = γ2 = 1.

(c) ⇒ (b): Suppose (c) holds. Then for each i = 1, . . .m, there exists 0 ≤ ti ≤ 1 such that

bi = tiγ1a1 + (1− ti)γ2an. Let D be the n×m matrix
t1γ1 t2γ1 · · · tmγ1

0 0 · · · 0
...

...
...

...
0 0 · · · 0

(1− t1)γ2 (1− t2)γ2 · · · (1− tm)γ2


Then b = aD and D is column stochastic if γ1 = γ2 = 1. �

Corollary 3.2. If A ∈ Hn and B ∈ Hm are nonzero positive semi-definite, then there is a

completely positive map Φ : Mn → Mm such that Φ(A) = B, and there is a completely positive

map Ψ : Mm →Mn such that Ψ(B) = A.

Using Theorem 3.1, one can construct a pair of density matrices (A,B) ∈ Hn × Hm such

that there is a unital completely positive map Φ such that Φ(A) = B, but there is no unital

completely positive map Ψ such that Ψ(B) = A.
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3.2. Trace preserving completely positive maps.

Theorem 3.3. Suppose A ∈ Hn and B ∈ Hm have eigenvalues a1, . . . , an and b1, . . . , bm re-

spectively. Let a = (a1, . . . , an) and b = (b1, . . . , bm). The following conditions are equivalent.

(a) There is a trace preserving completely positive map Φ : Mn →Mm such that Φ(A) = B.

(b) There exists an n ×m row stochastic matrix D such that b = aD. Moreover, we can

assume that the pth and qth row are identical whenever apaq > 0, and the pth row of D

can be arbitrary (nonnegative with entries summing up to 1) if ap = 0.

(c) We have trA = trB and
∑n

p=1 |ap| ≥
∑m

q=1 |bq|. Equivalently, trA = trB and the sum

of the positive (negative) eigenvalues of A is not smaller (not larger) than the sum of

the positive (negative) eigenvalues of B.

Proof. For simplicity, we assume that a1 ≥ · · · ar ≥ 0 > ar+1 ≥ · · · ≥ an and b1 ≥ · · · ≥ bs ≥
0 > bs+1 ≥ · · · ≥ bm. Let a+ =

∑r
p=1 ap, a− =

∑n
p=r+1 ap and b+ =

∑s
q=1 bq, b− =

∑m
q=s+1 bq.

By Theorem 2.1, we have (b) ⇒ (a). Also, by Theorem 2.1, if (a) holds, then b = aD for

an n ×m row stochastic matrix D. Next, we show that D can be chosen to satisfy the second

assertion of condition (b). To this end, let d1, . . . ,dn be the rows of D. Clearly, if ap = 0, we

can replace the p th row of D by any nonnegative vectors with entries summing up to 1 to get

D̃ and we still have aD̃ = aD = b. Now, suppose a1 > 0. Then a+ > 0. We can replace the

first r rows (or the rows correspond to ap > 0) by

d+ =

r∑
j=1

aj
a+

dj

to obtain D̃. Then d+ has nonnegative entries summing up to 1, and aD̃ = aD = b. Similarly,

suppose an < 0. Then a− < 0. We can further replace the last n− s row of D by

d− =
n∑

j=s+1

aj
a−

dj

to obtain D̃. Then d− has nonzero entries summing up to 1, and aD̃ = aD = b.

(b) ⇒ (c): Suppose b = aD. We have

trB =

m∑
q=1

bq =

m∑
q=1

n∑
p=1

apdpq =

n∑
p=1

ap

 m∑
q=1

dpq

 =

n∑
p=1

ap = trA

and

m∑
q=1

|bq| =
m∑
q=1

|
n∑
p=1

apdpq| ≤
m∑
q=1

n∑
p=1

|ap|dpq =
n∑
p=1

|ap|

 m∑
q=1

dpq

 =
n∑
p=1

|ap| .

Since
n∑
i=1

ai =

m∑
j=1

bj ,

n∑
i=1

|ai| = a+ − a− =

n∑
i=1

ai − 2a− = 2a+ −
n∑
i=1

ai,
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and
m∑
j=1

|bj | = b+ − b− =
m∑
j=1

bj − 2b− = 2b+ −
m∑
j=1

bj ,

the last assertion of (c) follows.

(c) ⇒ (b): Suppose trA = trB, a+ ≥ b+ and a− ≤ b−. Let

tq =


bq
a+

for 1 ≤ q ≤ s,

bq
a−

for s < q ≤ m.

Here, if a+ = 0 then b+ = 0, and we can set tq = 0 for 1 ≤ q ≤ s. If a− = 0 then b− = 0, and

s = m. Therefore, tq ≥ 0 for all 1 ≤ q ≤ m. We have

a+ ≥ b+ = (a+)
s∑
q=1

tq, and |a−| ≥ |b−| = |a−|
n∑

q=s+1

tq.

Let u = 1−
∑s

q=1 tq ≥ 0, v = 1−
∑n

q=s+1 tq ≥ 0 and D be an n×m row stochastic matrix with

p th row =

 (t1, t2, . . . , ts, 0, . . . , 0, u) for 1 ≤ p ≤ r,

(0, . . . , 0, ts+1, ts+2, . . . , tm−1, tm + v) for r + 1 ≤ p ≤ n .

Since

ua+ + va− = (a+ − b+) + (a− − b−) = 0,

we have b = aD. �

Corollary 3.4. If A ∈ Hn and B ∈ Hm are density matrices, i.e. positive semi-definite and

trA = trB = 1, then there is a completely positive map Φ : Mn → Mm such that Φ(A) = B,

and there is a completely positive map Ψ : Mm →Mn such that Ψ(B) = A.

As remarked after Corollary 3.2, one may not be able to find a unital completely positive

map taking a density matrix B ∈ Hm to another density matrix A ∈ Hn even if there is a unital

positive completely positive map sending A to B.

3.3. Unital trace preserving completely positive maps.

Suppose there is a unital completely positive map sending A to B, and also a trace preserving

completely positive map sending A to B. Is there a unital trace preserving completely positive

map sending A to B? If the answer were “yes”, then one can reduce a complicated problem into

two relatively simple problems. Unfortunately, the following example shows that the answer is

negative.

Example 3.5. Suppose A = diag (4, 1, 1, 0) and B = diag (3, 3, 0, 0). By Theorems 3.1 and

3.3 there is a trace preserving completely positive map sending A to B, and also a unital

completely positive map sending A to B. Let A1 = A − I4 = diag (3, 0, 0,−1) and B1 =
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B − I4 = diag (2, 2,−1,−1). By Theorem 3.3, there is no trace preserving completely positive

map sending A1 to B1. Hence, there is no unital trace preserving completely positive map

sending A to B.

As shown in Corollary 2.2, if there is a unital trace preserving map sending a commuting

family in Hn to a commuting family in Hm, then we may chose the map to be mixed unitary.

In the following, we show that for the case when k = 1 in Theorem 2.1, one can even assume

that the map is the average of n unitary similarity transforms.

Let a = (a1, . . . , an),b = (b1, . . . , bn) ∈ Rn. We say that b is majorized by a (b ≺ a) if for

every 1 ≤ k < n, the sum of the k largest entries of b is less than or equal to the sum of the k

largest entries of a, and
∑n

i=1 ai =
∑n

i=1 bi.

Theorem 3.6. Suppose A ∈ Hn and B ∈ Hm have eigenvalues a1, . . . , an and b1, . . . , bm re-

spectively. Let a = (a1, . . . , an) and b = (b1, . . . , bm). The following are equivalent.

(a) There exists a unital trace preserving completely positive map Φ such that Φ(A) = B.

(a1) There exists a mixed unitary completely positive map Φ such that Φ(A) = B.

(a2) There exist unitary matrices U1, . . . , Un ∈Mn such that B = 1
n

∑n
j=1 U

∗
j AUj.

(a3) For each t ∈ R, there exists a trace preserving completely positive map Φt such that

Φt(A− tI) = B − tI.

(b) There is a doubly stochastic matrix D such that b = aD.

(b1) There is a unitary matrix W ∈Mn such that Wdiag (a1, . . . , an)W ∗ has diagonal entries

b1, . . . , bn.

(c) b ≺ a.

Moreover, if condition (b) holds and D =
∑r

`=1 t`P` such that t1, . . . , tr are positive numbers

summing up to 1 and P1, . . . , Pr are permutation matrices, then B =
∑r

j=1 V
∗P tjU

∗AUPjV ,

where U∗AU = diag (a1, . . . , an) and V ∗BV = diag (b1, . . . , bn).

Proof. (b) ⇐⇒ (c) is a standard result of majorization; see [13].

The implications (a2) ⇒ (a1) ⇒ (a) ⇒ (a3) are obvious.

(a3) ⇒ (c) : We may assume that a1 ≥ · · · ≥ an and b1 ≥ · · · ≥ bn. For 1 ≤ k < n choose

t such that ak ≥ t ≥ ak+1. Then there is a trace preserving completely positive linear map Φt

such that Φt(A − tIn) = B − tIn. By Theorem 3.3, the sum of the k positive eigenvalues of

B − tIn is no larger than that of A− tIn. Thus,

(3.2)

k∑
i=1

bi − kt =

k∑
i=1

(bi − t) ≤
k∑
i=1

(ai − t) =

k∑
i=1

ai − kt .

We see that
∑k

i=1 bi ≤
∑k

i=1 ai for k = 1, . . . , n− 1. Since trA = trB, we have b ≺ a.

(c) ⇒ (b1) is a result of Horn [8].
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(b1) ⇒ (a2) : Suppose W is a unitary matrix such that the diagonal of Wdiag (a1, . . . , an)W ∗

has diagonal entries b1, . . . , bn. Let w = ei2π/n, P = diag (1, w, . . . , wn−1). Then

B =
1

n

n∑
j=1

UW (P j)∗WUAU∗W ∗(P j)U∗.

Thus, (a2) holds. �

In the context of quantum information theory, a completely positive map in condition (a1) of

the above theorem is a mixed unitary quantum channel/operation. By the above theorem, the

existence of a mixed unitary quantum channel Φ taking a quantum state A ∈ Hn to a quantum

state B ∈ Hm can be described in terms of trace preserving completely positive maps, namely,

condition (a3). However, despite the duality of the two classes of maps, there is no analogous

condition in terms of unital completely positive map; see Proposition 1.2.

4. Additional remarks and future research

To study unital completely positive maps connecting two families {A1, . . . , Ak} ⊆ Hn and

{B1, . . . , Bk} ⊆ Hm, one can use the results on completely positive maps and add In and Im to

the two families.

The following result shows that the study of a completely positive maps sending A1, . . . , Ak ∈
Hn to B1, . . . , Bk ∈ Hm can be reduced to the study of unital completely positive maps.

Theorem 4.1. Let A1, . . . , Ak ∈ Hn, and B1, . . . , Bk ∈ Hm. There is a completely positive map

Φ : Mn → Mm such that Φ(Aj) = Bj for j = 1, . . . , k if and only if there exists γ > 0 and a

unital completely positive map Ψ : Mn+1 →Mm such that Ψ(Aj ⊕ [0]) = γ−1Bj for j = 1, . . . , k.

Proof. Suppose Φ : Mn →Mm has operator sum representation (1.1) and satisfies Φ(Aj) = Bj

for j = 1, . . . , k. Let Φ(In) = P ∈ Hm. Choose γ > 0 such that γIm − P is positive semi-

definite. Then we have γIm − P =
∑s

j=1 g
∗
j gj for some 1 × m matrices gj . For j = 1, . . . , r̃

with r̃ = max{r, s}, let F̃j ∈ Mn+1,m be such that F̃j =

[
Fj
gj

]
, where Fj = 0 if j > r and

gj = 0 if j > s. Define Ψ : Mn+1 → Mm by Ψ(X) =
1

γ

r̃∑
j=1

F̃ ∗
j XF̃j . One readily checks that

Ψ(In+1) = Im and Ψ(Aj ⊕ [0]) = γ−1Bj for j = 1, . . . , k.

Conversely, suppose γ > 0 and Ψ : Mn+1 → Mm is a unital completely positive map such

that Ψ(Aj ⊕ [0]) = γ−1Bj for j = 1, . . . , k, then one can check Φ : Mn → Mm defined by

Φ(X) = γΨ(X ⊕ [0]) is a completely positive map satisfying Φ(Aj) = Bj for j = 1, . . . , k. �

Finding a unital completely positive map connecting two general (non-commuting) families of

Hermitian matrices is very challenging. In the case of non-commuting families {A1, A2} ⊂ Hn,

and {B1, B2} ⊆ Hm with two elements, the problems reduce to the study of unital completely

positive maps Φ satisfying Φ(A1 + iA2) = B1 + iB2. For n = 2, 3. There are partial answers of
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the problem in terms of the numerical range and dilation of operators. Recall that the numerical

range of T ∈Mn is the set

W (T ) = {x∗Tx : x ∈ Cn, x∗x = 1},

and T has a dilation T̃ ∈Mm if there is an n×m matrix X such that XX∗ = In and XT̃X∗ = T .

We have the following result; see [3, 4].

Theorem 4.2. Let (A,B) ∈ Mn ×Mm. Suppose n = 2, or n = 3 such that A is unitarily

reducible, i.e., A is untiarily similar to A1 ⊕ [α] for some A1 ∈ M2 and α ∈ C. Then the

following conditions are equivalent.

(a) There is a unital completely positive map Φ : Mn →Mm such that Φ(A) = B.

(b) B has a dilation of the form Ir ⊗A.

(c) W (B) ⊆W (A).

Special cases of the above theorem include the case when A ∈M3 is a normal matrix. However,

there are examples showing that the result fails if A is an arbitrary matrix in M3 or an arbitrary

normal matrix in M4; see [3].

In connection to Theorem 4.2, one may ask for the condition of A ∈ Mn to be a dilation of

B ∈Mm itself. The problem is challenging even for normal matrices A and B; see [9].

Also, it is interesting to impose condition on the Kraus (Choi) rank, i.e., the minimum number

of matrices F1, . . . , Fr needed in the operator sum representation of the completely positive maps.

As mentioned in Proposition 1.3, the study is related to the study of principal submatrices of

a Hermitian matrices, which is related to the study of spectral inequalities and Littlewood-

Richardson rule; see [6, 12].
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