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#### Abstract

The linear dependence property of two Hilbert space operators is expressed in terms of equality of size of values of certain sesquilinear and quadratic forms associated with the operators. The forms are based on $q$ numerical ranges.
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## 1. Introduction

Let H be a complex Hilbert space with the inner product $\langle\cdot, \cdot\rangle$, and let $L(\mathrm{H})$ be the algebra of bounded linear operators on H . If H is of finite dimension $n$, we will identify H with $\mathrm{C}^{n}$, the complex vector space of $n$-component column vectors with the standard inner product $\langle x, y\rangle=y^{*} x, x, y \in \mathrm{C}^{n}$, and will identify $L(\mathrm{H})$ with $M_{n}$, the algebra of $n \times n$ complex matrices. We assume throughout that H has dimension at least 2 .

In this paper, we are interested in studying the following problem.

[^0]Problem 1.1. Suppose $A, B \in L(\mathrm{H})$. Find effective criteria to show that $\{A, B\}$ is linearly independent. In connection with this problem, when do $\{I, A\}$ and $\{I, B\}$ generate the same algebras in $L(\mathrm{H})$ ?

Of course, if $A$ and $B$ are given, this is an easy question to answer. But in Problem 1.1 we assume that only partial information about the operators is given. For example, it is well known that if there is $\mu \in \mathrm{C}$ such that $\langle A x, x\rangle=\mu\langle B x, x\rangle$ for all normalized elements $x \in \mathrm{H}$, then $A=\mu B$. We will prove that for two nonzero operators $A, B \in L(\mathrm{H})$, at least one of the pairs $A$ and $B$ or $A$ and $B^{*}$ is linearly dependent if and only if there is $r>0$ such that $|\langle A x, x\rangle|=r|\langle B x, x\rangle|$ for all normalized elements $x \in \mathrm{H}$; see Theorem 2.2 below. (Alternatively, we can say $|\langle A x, x\rangle| /|\langle B x, x\rangle|$ assumes only a single value whenever $|\langle B x, x\rangle| \neq 0$.) The analysis turns out to be more involved, and inspires other equivalent conditions for $\{A, B\}$ to be linearly dependent.

Instead of comparing the absolute values of quadratic forms $\langle A x, x\rangle$ and $\langle B x, x\rangle$, we can also deduce our conclusion by considering the absolute values of general sesquilinear forms $\langle A x, y\rangle$ and $\langle B x, y\rangle$ for normalized elements $x, y \in \mathrm{H}$ with inner product $\langle x, y\rangle=q$ for a fixed value $q \in[0,1]$. Clearly, if $q=1$, we have $x=y$, and we are back to the quadratic form result. In general, we can show that two nonzero operators $A$ and $B$ are linearly dependent if and only if there is $r>0$ and $q \in(0,1)$ such that $|\langle A x, y\rangle|=r|\langle B x, y\rangle|$ for all normalized elements $x, y \in \mathrm{H}$ with $\langle x, y\rangle=q$; see Theorem 2.2. We also show that if $q=0$, the above condition forces linear dependence of $A-a I$ and $B-b I$, for some $a, b \in \mathrm{C}$. Thus, $\{I, A\}$ and $\{I, B\}$ will generate the same algebra.

Note that $A \rightarrow\langle A x, y\rangle$ can be viewed as the image of $A$ under a (bounded) linear functional. The results we described above can be reformulated in the following form: two nonzero operators $A$ and $B$ are linearly dependent if and only if there is $r>0$ such that $|f(A)|=r|f(B)|$ for all linear functionals in a certain specific class $\mathcal{S}$.

Clearly, to see whether $|f(A)|=r|f(B)|$ for all the linear functionals in a set $\mathcal{S}$, we can detect $r$ by finding a linear functional $\hat{f} \in \mathcal{S}$ such that $\hat{f}(B) \neq 0$, and set $r=|\hat{f}(A)| /|\hat{f}(B)|$. Then we can replace $B$ by $B / r$ and test the condition $|f(A)|=|f(B)|$ for all $f \in \mathcal{S}$. We will do that in our subsequent discussion.

## 2. Main results

We consider Problem 1.1 in the context of numerical values of an operator defined by a constrained sesquilinear form, namely, $q$-numerical ranges. For a fixed $q$, $0 \leq q \leq 1$, consider the $q$-numerical range

$$
W_{q}(A)=\{\langle A x, y\rangle: x, y \in \mathrm{H},\langle x, x\rangle=\langle y, y\rangle=1,\langle x, y\rangle=q\}
$$

of an operator $A \in L(\mathrm{H})$. The $q$-numerical range has been extensively studied during last twenty years or so; see, for example, [11, 10, 13, 2] among many works
on the subject. If $q=1$, then $W_{1}(A)$ coincides with the classical numerical range

$$
W(A)=\{\langle A x, x\rangle: x \in \mathrm{H},\langle x, x\rangle=1\} .
$$

Let $q=\cos t, 0 \leq t \leq \pi / 2$. Then it is easy to see that we have

$$
W_{q}(A)=\{\langle A x,(\cos t) x+(\sin t) y\rangle: x, y \in \mathrm{H},(x, y) \text { orthonormal pair }\} .
$$

We say that the numbers $\langle A x,(\cos t) x+(\sin t) y\rangle$, where $(x, y)$ varies through the set of orthonormal pairs, form the $q$-numerical values of the operator $A$. The characterization of operators having the same $q$-numerical values is easy to obtain (and the case $q=1$ is well known):

Proposition 2.1. Fix $q=\cos t, 0 \leq t \leq \pi / 2$. Two operators $A, B \in L(\mathrm{H})$ have the property that

$$
\begin{equation*}
\langle A x,(\cos t) x+(\sin t) y\rangle=\langle B x,(\cos t) x+(\sin t) y\rangle \tag{2.1}
\end{equation*}
$$

for every orthonormal pair $(x, y), x, y \in \mathrm{H}$, if and only if $A=B$ in case $t<\pi / 2$, or $A-B$ is scalar (i.e., a scalar multiple of $I$ ) in case $t=\pi / 2$.

Proof. The "if" part is obvious. For the "only if" part, if $t=\pi / 2$, then for every nonzero $x \in \mathrm{H}$, the element $(A-B) x$ is orthogonal to span $\{x\}^{\perp}$, and therefore $(A-B) x$ is a scalar multiple of $x:(A-B) x=\lambda_{x} x$ for some $\lambda_{x} \in \mathrm{C}$; a priori $\lambda_{x}$ may depend on $x$, but the additivity of $A-B$ easily implies that in fact $\lambda_{x}$ is independent of $x$. Assume now $t<\pi / 2$. The condition (2.1) implies that for a fixed orthonormal pair $(x, y)$, the two circles in the complex plane

$$
\left\{\left\langle A x, x+(\tan t) y e^{\mathrm{i} \theta}\right\rangle: 0 \leq \theta \leq 2 \pi\right\}, \quad\left\{\left\langle B x, x+(\tan t) y e^{\mathrm{i} \theta}\right\rangle: 0 \leq \theta \leq 2 \pi\right\}
$$

coincide, therefore their centers are the same: $\langle A x, x\rangle=\langle B x, x\rangle$. Since this equality holds for every normalized element $x$, we have $A=B$, as required.

In this paper we consider $A, B \in L(\mathrm{H})$ for which we require only equality in size in (2.1):

$$
\begin{align*}
&|\langle A x,(\cos t) x+(\sin t) y\rangle|=|\langle B x,(\cos t) x+(\sin t) y\rangle|, \\
& \forall  \tag{2.2}\\
& \quad \text { orthonormal pairs }(x, y), \quad x, y \in \mathrm{H} .
\end{align*}
$$

Besides independent interest, the problem of characterization of operators $A$ and $B$ satisfying (2.2) came up (for $t=0$ ) in the study of norm preservers of Jordan products [9].

A complete characterization of such $A$ and $B$ is given in our main result:
Theorem 2.2. Fix $q=\cos t, 0 \leq t \leq \pi / 2$. Two operators $A, B \in L(\mathrm{H})$ have the property (2.2) if and only if
(1) $A=\mu B$ or $A=\mu B^{*}$ for some $\mu \in \mathrm{C},|\mu|=1$ in case $t=0$;
(2) $A=\mu B$ for some $\mu \in \mathrm{C},|\mu|=1$ in case $0<t<\pi / 2$;
(3) $A=\mu B+\nu I$ for some $\mu, \nu \in \mathrm{C},|\mu|=1$ in case $t=\pi / 2$.

Remark 2.3. It is interesting to observe that the case $t=0$ fails if one replaces the modulus by the real or imaginary part or by the argument of the complex number. To see this, pick any two positive definite $A, B \in L(\mathrm{H})$ and note that $\operatorname{Re}(\langle\mathfrak{i} A x, x\rangle)=0=\operatorname{Re}(\langle\mathfrak{i} B x, x\rangle)$, and $\operatorname{Arg}(\langle A x, x\rangle)=0=\operatorname{Arg}(\langle A x, x\rangle)$ for any normalized $x \in \mathrm{H}$.

Corollary 2.4. Let $A, B \in L(\mathrm{H})$. Then

$$
|\langle A x, y\rangle|=|\langle B x, y\rangle|, \quad \forall x, y \in \mathrm{H}
$$

if and only if $A=\mu B$ for some $\mu \in \mathrm{C},|\mu|=1$.
Proof. The part "if" is obvious, and the part "only if" is immediate from Theorem 2.2, the case $0<t<\pi / 2$.

However, Corollary 2.4 is actually used to prove Theorem 2.2 , so we will deduce the corollary from the case $t=\pi / 2$ of Theorem 2.2. Indeed, we have $A=\mu B+\nu I$ for some $\mu, \nu \in \mathrm{C},|\mu|=1$, and hence

$$
|\langle\mu B x, y\rangle+\nu\langle x, y\rangle|=|\langle B x, y\rangle|, \quad \forall x, y \in \mathrm{H} .
$$

Assuming $\nu \neq 0$, and taking $y$ orthogonal to $B x$ we see that $y$ is also orthogonal to $x$. Thus, $(\operatorname{span}(B x))^{\perp} \subseteq(\operatorname{span} x)^{\perp}$, and so $B x$ is a scalar multiple of $x: B x=\lambda_{x} x$, $\lambda_{x} \in \mathrm{C}$, for every $x \in \mathrm{H}$. Linearity of $B$ easily implies that $B$ is scalar, and now clearly $A=\mu^{\prime} B$ for some $\mu^{\prime} \in \mathrm{C},\left|\mu^{\prime}\right|=1$.

Sections 3, 4, and 5 will be devoted to the proof of Theorem 2.2. In the last Section 6 we extend Proposition 2.1 to functionals given by trace class operators, and formulate an open problem and a conjecture concerning extension of Theorem 2.2 to such functionals.

We use notation $\mathbf{e}_{j}$ for the $j$ th standard unit vector in $\mathrm{C}^{n} . \operatorname{Re}(z)$ and $\operatorname{Im}(z)$ stand for the real and imaginary parts of the complex number $z=\operatorname{Re}(z)+\mathfrak{i} \operatorname{Im}(z)$. We denote by $X^{\operatorname{tr}}$ the transpose of a matrix or vector $X$. The (block) diagonal matrix or operator with diagonal matrix or operator blocks $X_{1}, \ldots, X_{p}$ (in that order) will be denoted diag $\left(X_{1}, \ldots, X_{p}\right)$.

## 3. Proof of Theorem 2.2: $t=0$

For the proof of (1) we need preliminary results in matrix analysis which are of independent interest. We state and prove them first.

We start with the following known facts:
Proposition 3.1. (a) If $T \in M_{n}$ is not the zero matrix, then there exists a unitary $U$ such that the diagonal entries of $U T U^{*}$ are all nonzero.
(b) If $R, S \in M_{n}$ are such that $U^{*} R U$ and $U^{*} S U$ have the same diagonal for every unitary $U \in M_{n}$, then $R=S$.

Proof. Part (b) is obvious because under the hypotheses of part (b) we have $\langle R x, x\rangle=\langle S x, x\rangle$ for every $x \in \mathrm{C}^{n}$.

Part (a). Note that every matrix is unitarily equivalent to a matrix with equal entries on the main diagonal, see [7, Problem 3, p. 77]. So we are done if $\operatorname{trace}(A) \neq 0$. Assume trace $(A)=0$. Due to $A \neq 0$ there exists a unit vector $x_{1}$ with $\mu_{1}:=\left\langle A x_{1}, x_{1}\right\rangle \neq 0$. Choose any unitary $U_{1}$ with $U_{1} \mathbf{e}_{1}=x_{1}$. Then, the first diagonal entry of $U_{1}^{*} A U_{1}$ is $\mu_{1} \neq 0$. Due to trace $\left(U_{1}^{*} A U_{1}\right)=\operatorname{trace}(A)=0$, the main lower-right $(n-1) \times(n-1)$ submatrix $\widehat{A}$ of $U_{1}^{*} A U_{1}$, occupying the rows/columns $2,3, \ldots, n$ has a nonzero trace. By an induction argument, there exists an $(n-1) \times(n-1)$ unitary $V$ such that $V \widehat{A} V^{*}$ has all diagonal entries equal and nonzero. Then, the unitary $U:=(1 \oplus V) U_{1}$ does the job.

We denote by diagv $A$ the diagonal vector of $A \in M_{n}$ : If $A=\left[a_{i j}\right]_{i, j=1}^{n}$, then $\operatorname{diagv} A=\left[\begin{array}{llll}a_{11} & a_{22} & \ldots & a_{n n}\end{array}\right]^{\text {tr }} \in \mathrm{C}^{n}$.
Theorem 3.2. Let $A, B \in M_{n}$, where $n \geq 2$. Then the following three statements are equivalent:
(i)

$$
\begin{equation*}
|\langle A x, x\rangle|=|\langle B x, x\rangle| \quad \text { for all } \quad x \in \mathbb{C}^{n} \tag{3.1}
\end{equation*}
$$

(ii) For each unitary $V$ there exists a unimodular number $\gamma(V)$, and a map $h_{V}$ : $\mathrm{C} \rightarrow \mathrm{C}$ which is either identity or complex conjugation, such that

$$
\operatorname{diagv}\left(V B V^{*}\right)=\gamma(V) \operatorname{diagv}\left(V A V^{*}\right)^{h_{V}}
$$

(iii) $B=\gamma A$ or $B=\gamma A^{*}$ for some unimodular number $\gamma$.

Proof of Theorem 3.2. The proof consists of several steps.
Step 1. (iii) $\Longrightarrow$ (ii) Trivial. The implication (ii) $\Longrightarrow$ (i) is also immediate: By scaling, it suffices to prove (i) only for vectors $x$ of norm one; then apply (ii) with unitary $V$ whose first row is $x^{*}$.

Step 2. We prove $(\mathrm{ii}) \Longrightarrow$ (iii), for $n \geq 3$. If $A=0$, the result follows immediately from Proposition 3.1(b). We assume therefore that $A \neq 0$.

We first show that map $h_{V}$ is independent of the unitary $V$. So assume, to reach a contradiction, that

$$
\begin{equation*}
\operatorname{diagv}\left(V_{0} B V_{0}^{*}\right)=\gamma_{0} \operatorname{diagv}\left(V_{0} A V_{0}^{*}\right) \notin\left\{e^{\mathrm{i} \theta} \cdot \overline{\operatorname{diagv}\left(V_{0} A V_{0}^{*}\right)}: 0 \leq \theta \leq 2 \pi\right\} \tag{3.2}
\end{equation*}
$$

for some unitary $U_{0}$ and unimodular $\gamma_{0}$, while

$$
\begin{equation*}
\operatorname{diagv}\left(V_{1} B V_{1}^{*}\right)=\gamma_{1} \overline{\operatorname{diagv}\left(V_{1} A V_{1}^{*}\right)} \notin\left\{e^{\mathrm{i} \theta} \cdot \operatorname{diagv}\left(V_{1} A V_{1}^{*}\right),: 0 \leq \theta \leq 2 \pi\right\} \tag{3.3}
\end{equation*}
$$

for some other unitary $U_{1}$ and unimodular $\gamma_{1}$. Choose hermitian $S_{0}, S_{1}$ with $e^{\mathrm{i} S_{0}}=V_{0}$ and $e^{\mathrm{i} S_{1}}=V_{1}$. Then, $V_{t}:=e^{\mathrm{i}\left(t S_{1}+(1-t) S_{0}\right)}$ is a path that connects $V_{0}$ and $V_{1}$ in the set of unitaries. Clearly, $V_{t}$ and $V_{t}^{*}=e^{-\mathfrak{i}\left(t S_{1}+(1-t) S_{0}\right)}$ are both analytic functions of the real variable $t \in[0,1]$. Moreover, $\mathbf{f}(t):=\operatorname{diagv}\left(V_{t} A V_{t}^{*}\right)$, as well as $\mathbf{g}(t):=\operatorname{diagv}\left(V_{t} B V_{t}^{*}\right)$ are also analytic vector-valued functions of real variable $t$. It is implicit in Eqs. (3.2)-(3.3) that $\mathbf{f}(0) \neq \mathbf{0}$ and $\mathbf{f}(1) \neq \mathbf{0}$. So at
least one, say the first one $a_{1}(t)$, component of a vector-valued function $\mathbf{f}(t)$ is not identically zero. Now, being analytic, $a_{1}(t)$ has only finitely many zeros on $[0,1]$. In view of hypothesis (ii), the zeros of $a_{1}(t)$ precisely match those of $b_{1}(t)$, the first component of $\mathbf{g}(t)$. Moreover, at each $t$ off the set $\Lambda$ of their common zeros, one of $\gamma(t):=b_{1}(t) / a_{1}(t)$ and $\gamma_{1}(t):=b_{1}(t) / \overline{a_{1}(t)}$ is unimodular. Clearly then, both are unimodular for all $t$ off the common zeros. Then, however, they must have only removable singularities at common zeros, so both $\gamma(t)$ and $\gamma_{1}(t)$ are analytic functions of $t \in[0,1]$.

We next rewrite hypothesis (ii) into

$$
\begin{equation*}
\|\mathbf{g}(t)-\gamma(t) \mathbf{f}(t)\|^{2} \cdot\left\|\mathbf{g}(t)-\gamma_{1}(t) \overline{\mathbf{f}(t)}\right\|^{2} \equiv 0, \quad t \in[0,1] \backslash \Lambda \tag{3.4}
\end{equation*}
$$

Both factors in the left hand side of (3.4) are analytic functions of a real variable $t$. We therefore conclude that at least one of them must vanish identically. Suppose the first one does, i.e. $\mathbf{g}(t)-\gamma(t) \mathbf{f}(t) \equiv 0$. Then, however, $\operatorname{diagv}\left(V_{t} B V_{t}^{*}\right)=$ $\gamma(t)$ diagv $\left(V_{t} B V_{t}^{*}\right)$ for each $t$, contradicting Eq. (3.3). Likewise we get a contradiction if $\left(\mathbf{g}(t)-\gamma_{1}(t) \overline{\mathbf{f}(t)}\right) \equiv 0$.

If necessary, we replace $B$ with $B^{*}$. In doing so, we can now guarantee that for each unitary $V$,

$$
\begin{equation*}
\operatorname{diagv}\left(V B V^{*}\right)=\gamma(V) \operatorname{diagv}\left(V A V^{*}\right), \quad|\gamma(V)|=1 \tag{3.5}
\end{equation*}
$$

We next show the unimodular factor $\gamma(V)$ is independent of $V$. If the trace of $A$ is nonzero, this is obvious: $\gamma(V)=\operatorname{trace}(B) / \operatorname{trace}(A)$, by (3.5). Thus, assume $\operatorname{trace}(A)=0$. By Proposition 3.1, there is a unitary $U \in M_{n}$ such that $U A U^{*}$ has nonzero diagonal entries $\mu_{1}, \ldots, \mu_{n}$. We may assume that $U=I$; otherwise, replace $(A, B)$ by $\left(U A U^{*}, U B U^{*}\right)$. Let $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$. The hypothesis (ii), and the above consideration, now imply diagv $B=\gamma \operatorname{diagv} A$. We may assume that $\gamma=1$; otherwise, replace $B$ by $\bar{\gamma} B$. Thus,

$$
\begin{equation*}
\operatorname{diagv} B=\operatorname{diagv} A=\left[\mu_{1}, \ldots, \mu_{n}\right]^{\operatorname{tr}}, \quad \mu_{1}, \ldots, \mu_{n} \in \mathbb{C} \backslash\{0\} \tag{3.6}
\end{equation*}
$$

For $k=1, \ldots, n$, let $A_{k} \in M_{n-1}$ be the submatrix of $A$ obtained from it by removing its $k$ th row and $k$ th column. Similarly, we construct the matrices $B_{1}, \ldots, B_{n}$.

We claim that $A_{k}$ and $B_{k}$ are the same for all $k=1, \ldots, n$. It will then follow that $A$ and $B$ are the same (the hypothesis that $n \geq 3$ is used here), and, in particular, $\gamma(V)=1$ for all unitary $V$, which will complete the proof. To prove our claim, let $V \in M_{n}$ be a unitary matrix with $(k, k)$ entry equal to 1 . Since $V A V^{*}$ and $V B V^{*}$ have the same nonzero $(k, k)$ entry $\mu_{k}$ (by (3.6)), we see from Eq. (3.5), that the two matrices actually have the same corresponding diagonal entries. As a result, $U A_{k} U^{*}$ and $U B_{k} U^{*}$ have the same diagonal entries for all unitary matrices $U \in M_{n-1}$. So diagv $\left(U\left(A_{k}-B_{k}\right) U^{*}\right)=0$ for all unitaries, which implies numerical range of $A_{k}-B_{k}$ consists only of zero. Thus, $A_{k}=B_{k}$ for $k=1,2, \ldots, n$, as required.

Step 3. (i) $\Longrightarrow$ (iii), for $n=2$.

If $A=0$ then $\langle B x, x\rangle=0$ for all $x \in C^{2}$, so $B=0$, and we are done. Otherwise, by (a) of Proposition 3.1, there exists a unitary $U$ such that all diagonal entries of $U^{*} A U$ are nonzero. Obviously,

$$
\left|\left\langle U^{*} A U x, x\right\rangle\right|=|\langle A(U x), U x\rangle|=|\langle B(U x), U x\rangle|=\left|\left\langle U^{*} B U x, x\right\rangle\right|
$$

Consequently, we may replace $(A, B)$ with $\left(U^{*} A U, U^{*} B U\right)$ without changing the validity of assumptions (i) and conclusion (iii). This way, $a_{11} \neq 0$ (we denote by $a_{11}$, resp., $b_{11}$, the top left entry of $A$, resp., $B$ ). Choose a vector $x:=\mathbf{e}_{1}$ to deduce $\left|a_{11}\right|=\left|b_{11}\right|$. We may, thus, further replace $(A, B)$ with $\left(1 / a_{11} U, \gamma B / a_{11}\right)$ where $\gamma:=a_{11} / b_{11}$ is unimodular. In doing so, we can assume $a_{11}=1=b_{11}$. Hence it remains to see that $B=A$ or $B=A^{*}$.

To see this, write

$$
A:=\left[\begin{array}{cc}
1 & a_{12} \\
a_{21} & a_{22}
\end{array}\right], \quad B:=\left[\begin{array}{cc}
1 & b_{12} \\
b_{21} & b_{22}
\end{array}\right],
$$

and choose a vector $x:=\left[\begin{array}{c}1 \\ r+\mathfrak{i} s\end{array}\right]$, where $r, s$ are real. Then,

$$
\begin{align*}
\langle A x, x\rangle & =1+(r+\mathfrak{i} s) a_{12}+\overline{(r+\mathfrak{i} s)} a_{21}+|(r+\mathfrak{i} s)|^{2} a_{22} \\
& =1+r \operatorname{Re}\left(a_{12}+a_{21}\right)+s \operatorname{Im}\left(a_{21}-a_{12}\right)+\left(r^{2}+s^{2}\right) \operatorname{Re}\left(a_{22}\right) \\
& +\mathfrak{i}\left(r \operatorname{Im}\left(a_{12}+a_{21}\right)+s \operatorname{Re}\left(a_{12}-a_{21}\right)+\left(r^{2}+s^{2}\right) \operatorname{Re}\left(a_{22}\right)\right) . \tag{3.7}
\end{align*}
$$

Tedious, but straightforward computation shows that

$$
\begin{aligned}
|\langle A x, x\rangle|^{2} & =1+\left(r^{2}+s^{2}\right)^{2}\left|a_{22}\right|^{2}+2 \operatorname{Re}\left(\overline{a_{22}}\left(a_{12}+a_{21}\right)\right) r^{3} \\
& -2 \operatorname{Im}\left(\overline{a_{2,2}}\left(a_{12}-a_{21}\right)\right) r^{2} s+\left(\left|a_{12}+a_{21}\right|^{2}+2 \operatorname{Re} a_{22}\right) r^{2} \\
& -4 \operatorname{Im}\left(\overline{a_{21}} a_{12}\right) r s+2\left(\operatorname{Re}\left(a_{12}+a_{21}\right)\right) r \\
& +2 \operatorname{Re}\left(\overline{a_{22}}\left(a_{12}+a_{21}\right)\right) r s^{2}-2 \operatorname{Im}\left(\overline{a_{22}}\left(a_{12}-a_{21}\right)\right) s^{3} \\
& -2\left(\operatorname{Im}\left(a_{12}-a_{21}\right)\right) s+\left(\left|a_{12}-a_{21}\right|^{2}+2 \operatorname{Re} a_{22}\right) s^{2} .
\end{aligned}
$$

Comparing the coefficients with the corresponding formula for $|\langle B x, x\rangle|^{2}$ gives the following set of equations:

$$
\begin{align*}
\left|b_{22}\right|^{2} & =\left|a_{22}\right|^{2}  \tag{3.8}\\
\operatorname{Re}\left(\overline{b_{22}}\left(b_{12}+b_{21}\right)\right) & =\operatorname{Re}\left(\overline{a_{22}}\left(a_{12}+a_{21}\right)\right)  \tag{3.9}\\
\operatorname{Im}\left(\overline{b_{22}}\left(b_{12}-b_{21}\right)\right) & =\operatorname{Im}\left(\overline{a_{22}}\left(a_{12}-a_{21}\right)\right)  \tag{3.10}\\
\operatorname{Re}\left(b_{12}+b_{21}\right) & =\operatorname{Re}\left(a_{12}+a_{21}\right)  \tag{3.11}\\
\operatorname{Im}\left(b_{12}-b_{21}\right) & =\operatorname{Im}\left(a_{12}-a_{21}\right)  \tag{3.12}\\
\left|b_{12}+b_{21}\right|^{2}+2 \operatorname{Re} b_{22} & =\left|a_{12}+a_{21}\right|^{2}+2 \operatorname{Re} a_{22}  \tag{3.13}\\
\left|b_{12}-b_{21}\right|^{2}+2 \operatorname{Re} b_{22} & =\left|a_{12}-a_{21}\right|^{2}+2 \operatorname{Re} a_{22}  \tag{3.14}\\
\operatorname{Im}\left(\overline{b_{21}} b_{12}\right) & =\operatorname{Im}\left(\overline{a_{21}} a_{12}\right) . \tag{3.15}
\end{align*}
$$

Subtracting (3.14) from (3.13) gives, after an easy simplification,

$$
\begin{equation*}
4 \operatorname{Re}\left(\overline{a_{21}} a_{12}\right)=4 \operatorname{Re}\left(\overline{b_{21}} b_{12}\right) \tag{3.16}
\end{equation*}
$$

Decompose now $a_{12}=z_{1}+\mathfrak{i} z_{2}$, and $a_{21}=y_{1}+\mathfrak{i} y_{2}$, with $z_{1}, z_{2}, y_{1}, y_{2}$ real, and $b_{12}=\widetilde{z}_{1}+\mathfrak{i} \widetilde{z}_{2}$, etc. Then, Eqs. (3.11)-(3.12), (3.15)-(3.16) give:

$$
\begin{align*}
\widetilde{y}_{1}+\widetilde{z}_{1} & =z_{1}+y_{1} \\
\widetilde{z}_{2}-\widetilde{y}_{2} & =z_{2}-y_{2} \\
\widetilde{y}_{1} \widetilde{z}_{1}+\widetilde{y}_{2} \widetilde{z}_{2} & =z_{1} y_{1}+z_{2} y_{2}  \tag{3.17}\\
z_{2} y_{1}-z_{1} y_{2} & =\widetilde{y}_{1} \widetilde{z}_{2}-\widetilde{y}_{2} \widetilde{z}_{1} . \tag{3.18}
\end{align*}
$$

From the first two equations we get

$$
\begin{equation*}
\widetilde{y}_{1}=y_{1}+z_{1}-\widetilde{z}_{1} \quad \text { and } \quad \widetilde{y}_{2}=y_{2}-z_{2}+\widetilde{z}_{2} \tag{3.19}
\end{equation*}
$$

Substitute this into (3.17), (3.18), and simplify, to get

$$
\begin{align*}
\left(y_{1}-\widetilde{z}_{1}\right)\left(\widetilde{z}_{1}-z_{1}\right) & =\left(z_{2}-\widetilde{z}_{2}\right)\left(y_{2}+\widetilde{z}_{2}\right)  \tag{3.20}\\
z_{2}\left(y_{1}-\widetilde{z}_{1}\right)+y_{2}\left(\widetilde{z}_{1}-z_{1}\right) & =\left(y_{1}+z_{1}-2 \widetilde{z}_{1}\right) \widetilde{z}_{2} \tag{3.21}
\end{align*}
$$

We are now facing two possibilities:
Possibility 1. $\widetilde{z}_{1}=z_{1}$. Then, the last two equations further simplify into $\left(z_{2}-\widetilde{z}_{2}\right)\left(y_{2}+\widetilde{z}_{2}\right)=0$, respectively, $\left(y_{1}-z_{1}\right) z_{2}=\left(y_{1}-z_{1}\right) \widetilde{z}_{2}$. So, either $\widetilde{z}_{2}=z_{2}$ or else $\left(y_{1}, y_{2}\right)=\left(z_{1},-\widetilde{z}_{2}\right)$. In the former case, Eq. (3.19) brings $\left(\widetilde{y}_{1}, \widetilde{y}_{2}\right)=\left(y_{1}, y_{2}\right)$, so

$$
b_{12}=\widetilde{z}_{1}+\mathfrak{i} \widetilde{z}_{2}=a_{12}, \quad b_{21}=\widetilde{y}_{1}+\mathfrak{i} \widetilde{y}_{2}=a_{21}
$$

In the latter case, we similarly deduce $y_{1}=z_{1}=\widetilde{z}_{1}=\widetilde{y}_{1}$ and $y_{2}=-\widetilde{z}_{2}$, and $\widetilde{y}_{2}=-z_{2}$. Therefore,

$$
\begin{equation*}
b_{12}=\overline{a_{21}}, \quad b_{21}=\overline{a_{12}} \tag{3.22}
\end{equation*}
$$

Possibility 2. $\widetilde{z}_{1} \neq z_{1}$. Then, (3.20) gives

$$
y_{1}=\frac{\left(\widetilde{z}_{1}-z_{1}\right) \widetilde{z}_{1}+\left(z_{2}-\widetilde{z}_{2}\right)\left(y_{2}+\widetilde{z}_{2}\right)}{\widetilde{z}_{1}-z_{1}}
$$

This simplifies the remaining (3.21) into

$$
\frac{\left(\left(z_{1}-\widetilde{z}_{1}\right)^{2}+\left(z_{2}-\widetilde{z}_{2}\right)^{2}\right)\left(y_{2}+\widetilde{z}_{2}\right)}{z_{1}-\widetilde{z}_{1}}=0 .
$$

Note that the sum of squares in the left factor is nonzero because $z_{1}-\widetilde{z}_{1} \neq 0$. Hence, $\widetilde{z}_{2}=-y_{2}$. From the previous equation we now read $\widetilde{z}_{1}=y_{1}$. Moreover, Eq. (3.19) brings $\widetilde{y}_{1}=z_{1}$ and $\widetilde{y}_{2}=-z_{2}$. Therefore, $b_{12}=\overline{a_{21}}$ and $b_{21}=\overline{a_{12}}$, as in Eq. (3.22).

It only remains to compare $b_{22}$ with $a_{22}$. Now, since

$$
|\langle B x, x\rangle|=\left|(\langle B x, x\rangle)^{*}\right|=\left|\left\langle B^{*} x, x\right\rangle\right|
$$

we are free to replace $(A, B)$ with $\left(A, B^{*}\right)$. This way, we can always assume $b_{12}=$ $a_{12}$ and $b_{21}=a_{21}$. Hence, we are done if we also show $b_{22}=a_{22}$.

To this end, Eq. (3.14) immediately gives $\operatorname{Re} b_{22}=\operatorname{Re} a_{22}$, while from $\left|b_{22}\right|=$ $\left|a_{22}\right|$ we deduce that either $b_{22}=a_{22}$ or else $b_{22}=\overline{a_{22}} \neq a_{22}$. In the former case we are done. In the latter case, consider Eqs. (3.9)-(3.10) with $b_{22}:=\overline{a_{22}}$. Simplifying these equations yields

$$
\operatorname{Im}\left(a_{12}+a_{21}\right) \operatorname{Im} a_{22}=0=\operatorname{Re}\left(a_{12}-a_{21}\right) \operatorname{Im} a_{22}
$$

We may divide by nonzero $\operatorname{Im} a_{22}$. What we end up with easily simplifies into $a_{12}=$ $\overline{a_{21}}$. Then, however,

$$
A^{*}=\left[\begin{array}{cc}
1 & \overline{a_{21}} \\
a_{21} & a_{22}
\end{array}\right]^{*}=\left[\begin{array}{cc}
1 & \overline{a_{21}} \\
a_{21} & \overline{a_{22}}
\end{array}\right]=B
$$

which completes the proof of Step 3.
Step 4. Assuming (i) holds, we will prove that there exists a unimodular complex number $\gamma$ such that either $\operatorname{diagv}(A)=\gamma \operatorname{diagv}(B)$ or else $\operatorname{diagv}(A)=$ $\bar{\gamma} \overline{\operatorname{diag} v(B)}$.

Let $A=\left[a_{i j}\right]_{i, j=1}^{n}, B=\left[b_{i j}\right]_{i, j=1}^{n}$. Choose any pair of distinct indices $(i, j)$, and let $x:=\lambda \mathbf{e}_{i}+\mu \mathbf{e}_{j}$ be in the subspace spanned by $\mathbf{e}_{i}, \mathbf{e}_{j}$. Then, $\langle A x, x\rangle=\left\langle A_{i j} z, z\right\rangle$, where $z:=[\lambda, \mu]^{\operatorname{tr}}$, and $A_{i j}$ is the $2 \times 2$ matrix formed by the $i$ th and $j$ th rows and columns of $A$. The identity (3.1) then reduces to

$$
\left|\left\langle A_{i j} z, z\right\rangle\right| \equiv\left|\left\langle B_{i j} z, z\right\rangle\right|
$$

Here, $B_{i j}$ is the $2 \times 2$ matrix formed by the $i$ th and $j$ th rows and columns of $B$. By Step $3, B_{i j} \in\left\{\gamma A_{i j}, \bar{\gamma} \overline{A_{i j}}\right\}$, where $\gamma$ is a unimodular number. Considering diagonal entries yields

$$
\begin{equation*}
\left(b_{i i}, b_{j j}\right)=\gamma\left(a_{i i}, a_{j j}\right) \quad \text { or } \quad\left(b_{i i}, b_{j j}\right)=\bar{\gamma} \overline{\left(a_{i i}, a_{j j}\right)} . \tag{3.23}
\end{equation*}
$$

Consequently, either diagv $(A)=0=\operatorname{diagv}(B)$ or else both diagonals have at least one nonzero entry. In the former case we are done.

In the latter case, we assume for simplicity the $(1,1)$ entries of $A$ and $B$ are nonzero. Since $\left|a_{11}\right|=\left|b_{11}\right|$ we may replace $(A, B)$ with $\left(A / a_{11}, \gamma B / a_{11}\right)$ where $\gamma:=a_{11} / b_{11}$ is unimodular. The identity (3.1) as well as the end result will not change. This way we achieve $a_{11}=1=b_{11}$. Moreover, when $i=1$ Eq. (3.23) yields

$$
\left(1, b_{j j}\right) \in\left\{\left(1, a_{j j}\right), \overline{\left(1, a_{j j}\right)}\right\}
$$

Hence, it remains to see that $\operatorname{diagv}(A)=\operatorname{diagv}(B)$ or $\operatorname{diagv}(A)=\overline{\operatorname{diagv}(B)}$.
Now, arguing by contradiction, suppose that

$$
\left(1, b_{i_{0} i_{0}}\right)=\left(1, a_{i_{0} i_{0}}\right) \neq \overline{\left(1, a_{i_{0} i_{0}}\right)}, \quad\left(1, b_{i_{1} i_{1}}\right)=\overline{\left(1, a_{i_{1} i_{1}}\right)} \neq\left(1, a_{i_{1} i_{1}}\right)
$$

for two different indices $i_{0}$ and $i_{1}$. This is possible only when $b_{i_{0} i_{0}}=a_{i_{0} i_{0}}$ and $b_{i_{1} i_{1}}=\overline{a_{i_{1} i_{1}}}$ are both nonreal (hence also nonzero). Now, by Eq.(3.23),

$$
\left(b_{i_{0} i_{0}}, b_{i_{1} i_{1}}\right) \in\left\{\gamma\left(a_{i_{0} i_{0}}, a_{i_{1} i_{1}}\right), \bar{\gamma} \overline{\left(a_{i_{0} i_{0}}, a_{i_{1} i_{1}}\right)}\right\}
$$

implies

$$
\begin{equation*}
\frac{b_{i_{0} i_{0}}}{b_{i_{1} i_{1}}} \in\left\{\frac{a_{i_{0} i_{0}}}{a_{i_{1} i_{1}}}, \overline{\left(\frac{a_{i_{0} i_{0}}}{a_{i_{1} i_{1}}}\right)}\right\} \tag{3.24}
\end{equation*}
$$

On the other hand, $\frac{b_{i_{0} i_{0}}}{b_{i_{1} i_{1}}}=\frac{a_{i_{0} i_{0}}}{\overline{a_{i_{1} i_{1}}}}$, and in view of (3.24) we obtain either $a_{i_{1} i_{1}}=\overline{a_{i_{1} i_{1}}}$ or else $a_{i_{0} i_{0}}=\overline{a_{i_{0} i_{0}}}$. This is the desired contradiction.

Therefore, either $\left(1, b_{j j}\right)=\left(1, a_{j j}\right)$ for all $j$ or else $\left(1, b_{j j}\right)=\overline{\left(1, a_{j j}\right)}$ for all $j$. In the first case, $\operatorname{diagv}(A)=\operatorname{diagv}(B)$ while in the second one, $\operatorname{diagv}(A)=$ $\overline{\operatorname{diagv}(B)}$.

Step 5. (i) $\Longrightarrow$ (iii), for $n \geq 3$.
Fix any unitary $U$ and consider $\left(A_{U}, B_{U}\right):=\left(U^{*} A U, U^{*} B U\right)$. Clearly,

$$
\left|\left\langle A_{U} x, x\right\rangle\right|=|\langle A(U x), U x\rangle|=|\langle B(U x), U x\rangle|=\left|\left\langle B_{U} x, x\right\rangle\right|
$$

Then apply the result of Step 4 to $\left(A_{U}, B_{U}\right)$. We see that

$$
\operatorname{diagv}\left(U^{*} B U\right)=\gamma(U) \operatorname{diagv}\left(U^{*} A U\right) \quad \text { or } \quad \operatorname{diagv}\left(U^{*} B U\right)=\overline{\gamma(U) \operatorname{diagv}\left(U^{*} A U\right)}
$$

for each unitary $U$. By Step $2, B=\gamma A$ or else $B=\bar{\gamma} A^{*}$, as required.
This completes the proof of Theorem 3.2.

Proof of Theorem 2.2 in case $t=0$. We prove the nontrivial "only if" part. We may assume $A \neq 0, B \neq 0$. Multiplying $A$ and $B$ by nonzero complex numbers of the same absolute value, we may further suppose that

$$
\begin{equation*}
\langle A e, e\rangle=\langle B e, e\rangle=1 \tag{3.25}
\end{equation*}
$$

for a fixed normalized element $e \in \mathrm{H}$. If $A \neq B$ and also $A \neq B^{*}$, then we have

$$
\begin{equation*}
\left\langle A f_{1}, f_{1}\right\rangle \neq\left\langle B f_{1}, f_{1}\right\rangle \quad \text { and } \quad\left\langle A f_{2}, f_{2}\right\rangle \neq\left\langle B^{*} f_{2}, f_{2}\right\rangle \tag{3.26}
\end{equation*}
$$

for some elements $f_{1}, f_{2} \in \mathrm{H}$.
On the other hand, let $P$ be the selfadjoint projection on the finite dimensional subspace $\mathrm{H}_{1} \subset \mathrm{H}$, generated by $e$ and $f_{1}, f_{2}$, and let $\widehat{A}:=P A P$ and $\widehat{B}:=P B P$ be the operators acting on $\mathrm{H}_{1}$. Clearly, $\langle A g, g\rangle=\langle\widehat{A} g, g\rangle$ for any element $g \in \mathrm{H}_{1}$; likewise for $\widehat{B}$. Hence, by the assumptions, $|\langle\widehat{A} g, g\rangle|=|\langle\widehat{B} g, g\rangle|$ for every $g \in \mathrm{H}_{1}$. Therefore, by Theorem 3.2, we must have $\widehat{B}=\gamma \widehat{A}$ or $\widehat{B}=\gamma \widehat{A}^{*}$. Actually, $\gamma=1$, by Eq. (3.25). Then however,

$$
\left\langle A f_{1}, f_{1}\right\rangle=\left\langle\widehat{A} f_{1}, f_{1}\right\rangle=\left\langle\widehat{B} f_{1}, f_{1}\right\rangle=\left\langle B f_{1}, f_{1}\right\rangle
$$

(respectively, $\left\langle A f_{1}, f_{1}\right\rangle=\left\langle B^{*} f_{2}, f_{2}\right\rangle$, if $\widehat{B}=\widehat{A}^{*}$ ), a contradiction with (3.26).

## 4. Proof of Theorem 2.2: $t=\pi / 2$

Assume $A, B \in L(\mathrm{H})$ are such that

$$
\begin{equation*}
|\langle A x, y\rangle|=|\langle B x, y\rangle|, \quad \forall \text { orthonormal pairs }(x, y), x, y \in \mathrm{H} . \tag{4.1}
\end{equation*}
$$

We proceed in steps to derive (3) of Theorem 2.2.
Step 1. Suppose that the implication $(4.1) \Longrightarrow$ Theorem 2.2(3) has been proved for $C^{2}$ and $C^{3}$. We will prove the implication for general Hilbert space $H$.

We may assume $B$ is not scalar (otherwise $A x$ is orthogonal to span $\{x\}^{\perp}$ so $A x=\lambda_{x} x$, and we are done as in the proof of Proposition 2.1). Therefore, there exists a normalized element $x \in \mathrm{H}$ such that $B x$ is not a scalar multiple of $x$, and hence there is an orthonormal pair $(x, y)$ such that $\langle B x, y\rangle \neq 0$. Let $\Omega:=\{x, y, z\}$ be an orthonormal triple, where $x$ and $y$ are fixed, and let $P$ be the orthogonal projection on span $\Omega$. By considering operators $P A P$ and $P B P$ on $\operatorname{span} \Omega$ and using the supposition, we see that

$$
\begin{equation*}
P A P=\mu_{\Omega} P B P+\nu_{\Omega} P, \quad \mu_{\Omega}, \nu_{\Omega} \in \mathrm{C}, \quad\left|\mu_{\Omega}\right|=1 \tag{4.2}
\end{equation*}
$$

In fact, $\mu_{\Omega}$ and $\nu_{\Omega}$ are independent of $\Omega$. Indeed, for two orthonormal triples $\Omega$ and $\Omega^{\prime}$ we have in view of (4.2):
$\left[\begin{array}{cc}\mu_{\Omega}\langle B x, x\rangle+\nu_{\Omega} & \mu_{\Omega}\langle B y, x\rangle \\ \mu_{\Omega}\langle B x, y\rangle & \mu_{\Omega}\langle B y, y\rangle+\nu_{\Omega}\end{array}\right]=\left[\begin{array}{cc}\mu_{\Omega^{\prime}}\langle B x, x\rangle+\nu_{\Omega^{\prime}} & \mu_{\Omega^{\prime}}\langle B y, x\rangle \\ \mu_{\Omega^{\prime}}\langle B x, y\rangle & \mu_{\Omega^{\prime}}\langle B y, y\rangle+\nu_{\Omega^{\prime}}\end{array}\right]$.
Since $\langle B x, y\rangle \neq 0$, we obtain $\mu_{\Omega}=\mu_{\Omega^{\prime}}$ and $\nu_{\Omega}=\nu_{\Omega^{\prime}}$. Thus,

$$
\begin{equation*}
P A P=\mu P B P+\nu P, \quad \mu, \nu \in \mathrm{C}, \quad|\mu|=1 \tag{4.3}
\end{equation*}
$$

Since any element $z \in \mathrm{H}$ can be included in the range of $P$, for some orthonormal triple $\Omega$, we obtain from (4.3):

$$
\langle A z, z\rangle=\mu\langle B z, z\rangle+\nu\langle z, z\rangle, \quad \forall z \in \mathrm{H},
$$

and (3) of Theorem 2.2 follows.

Step 2. We prove the implication $(4.1) \Longrightarrow$ Theorem $2.2(3)$ for $C^{2}$ and $C^{3}$.
Applying simultaneous unitary similarity and addition of scalar matrices to $A$ and to $B$ we may assume that

$$
A=\left[a_{i j}\right]_{i, j=1}^{n}, \quad B=\left[b_{i j}\right]_{i, j=1}^{n}, \quad a_{i j}, b_{i j} \in \mathrm{C}
$$

where $A$ is upper triangular, $a_{11}=0, a_{12}, \ldots, a_{1 n}$ are nonnegative and $b_{11}=0$. (We need only the cases $n=2,3$, but this transformation can be applied for $L\left(\mathrm{C}^{n}\right)$ for any integer $n \geq 2$.) Applying (4.1) with $x=\mathbf{e}_{i}, y=\mathbf{e}_{j}, i<j$, we see that $B$ is a also upper triangular. Applying (4.1) with $x=\mathbf{e}_{i}, y=\mathbf{e}_{j}, i>j$, we see that $\left|b_{i j}\right|=\left|a_{i j}\right|$ for all $i<j$.

We proceed with $n=2$. If $a_{12}=0$ then also $b_{12}=0$ in which case $A=$ $\operatorname{diag}\left(0, a_{22}\right)$ and $B=\operatorname{diag}\left(0, b_{22}\right)$. With orthonormal

$$
x=\left[\begin{array}{c}
\cos t \\
\sin t
\end{array}\right], \quad y=\left[\begin{array}{c}
-\sin t \\
\cos t
\end{array}\right]
$$

(4.1) easily gives $\left|a_{22}\right|=\left|b_{22}\right|$, and we are done. If $a_{12} \neq 0$ we further assume (replacing $B$ with $e^{\text {is }} B$ for some real $s$ ) that $b_{12}=a_{12}$. So under $n=2$ we are left with

Case (a).

$$
A=\left[\begin{array}{ll}
0 & a_{12} \\
0 & a_{22}
\end{array}\right], \quad B=\left[\begin{array}{cc}
0 & a_{12} \\
0 & b_{22}
\end{array}\right]
$$

where $a_{12}>0$.
Multiplying (4.1) with suitable scalar we see it holds for any (possibly not normalized) orthogonal vectors $x, y$. Apply (4.1) with $x=\left[\begin{array}{c}z \\ 1\end{array}\right], y=\left[\begin{array}{c}1 \\ -\bar{z}\end{array}\right]$, $z \in \mathrm{C}$. We obtain:

$$
\left(a_{12}-a_{22} z\right)\left(a_{12}-\overline{a_{22} z}\right)=\left(a_{12}-b_{22} z\right)\left(a_{12}-\overline{b_{22}} \bar{z}\right), \quad \forall z \in \mathrm{C}
$$

which yields $\left|a_{22}\right|=\left|b_{22}\right|$ and $a_{12} a_{22}=a_{12} b_{22}$. So, $a_{22}=b_{22}$ hence $A=B$, which proves case (a).

Next assume $n=3$. If $a_{12}=0=a_{13}$ (and hence also $b_{12}=0=b_{13}$ ) then Corollary 2.4 is applicable to the already proven case of $2 \times 2$ matrices $\left[a_{i j}\right]_{i, j=2}^{3}$ and $\left[b_{i j}\right]_{i, j=2}^{3}$, and we are done using induction on $n$. Thus, we can assume that not both $a_{12}, a_{13}$ are zeros, and letting $a_{1 r}$ be the first positive number among $a_{12}, a_{13}$, we further assume (replacing $B$ with $e^{i s} B$ for some real $s$ ) that $b_{1 r}=a_{1 r}$. So we are left with the following two cases to consider:

## Case (b).

$$
A=\left[\begin{array}{ccc}
0 & a_{12} & a_{13} \\
0 & a_{22} & a_{23} \\
0 & 0 & a_{33}
\end{array}\right], \quad B=\left[\begin{array}{ccc}
0 & a_{12} & b_{13} \\
0 & b_{22} & b_{23} \\
0 & 0 & b_{33}
\end{array}\right],
$$

where $a_{12}>0, a_{13} \geq 0,\left|b_{13}\right|=a_{13},\left|b_{23}\right|=\left|a_{23}\right|$;

## Case (c).

$$
A=\left[\begin{array}{ccc}
0 & 0 & a_{13} \\
0 & a_{22} & a_{23} \\
0 & 0 & a_{33}
\end{array}\right], \quad B=\left[\begin{array}{ccc}
0 & 0 & a_{13} \\
0 & b_{22} & b_{23} \\
0 & 0 & b_{33}
\end{array}\right]
$$

where $a_{13}>0,\left|b_{23}\right|=\left|a_{23}\right|$.

Consider Case (b). Applying the proof of Case (a) to the upper left $2 \times 2$ submatrices of $A$ and $B$, we see that $a_{22}=b_{22}$. Now use (4.1) with

$$
x=\left[\begin{array}{l}
0 \\
1 \\
z
\end{array}\right], \quad y=\mathbf{e}_{1}
$$

We obtain:

$$
\left|a_{12}+a_{13} z\right|^{2}=\left|a_{12}+b_{13} z\right|^{2}, \quad \forall z \in \mathrm{C}
$$

and hence $a_{13} a_{12}=b_{13} a_{12}$. Since $a_{12} \neq 0$, we have $a_{13}=b_{13}$. Analogous consideration of (4.1) with

$$
x=\mathbf{e}_{3}, \quad y=\left[\begin{array}{c}
1 \\
\bar{z} \\
0
\end{array}\right]
$$

yields $a_{23} a_{13}=b_{23} a_{13}$. Thus, either $a_{13}=b_{13}=0$, or $a_{13}=b_{13} \neq 0$ and $a_{23}=b_{23}$.
Therefore, one of the following three situations occurs:
(b1) $a_{13}=b_{13} \neq 0, a_{23}=b_{23}$;
(b2) $a_{13}=b_{13}=0, a_{23} \neq 0$ (then also $b_{23} \neq 0$ );
(b3) $a_{13}=b_{13}=0, a_{23}=b_{23}=0$.
If (b1) holds, then the proof of Case (a) applied to the $2 \times 2$ principal submatrices of $A$ and $B$ in the 1 st and 3 rd rows and columns yields $a_{33}=b_{33}$, i.e., $A=B$. If (b3) holds, then we apply (4.1) with

$$
x=\left[\begin{array}{c}
w \\
1 \\
1
\end{array}\right], \quad y=\left[\begin{array}{c}
1 \\
0 \\
-\bar{w}
\end{array}\right], \quad w \in \mathrm{C}
$$

resulting in

$$
\left|a_{12}-a_{33} w\right|^{2}=\left|a_{12}-b_{33} w\right|^{2}, \quad \forall w \in \mathrm{C}
$$

It follows that $\left|a_{33}\right|=\left|b_{33}\right|$ and

$$
\operatorname{Re}\left(b_{33} a_{12} w-a_{33} a_{12} w\right)=0, \quad \forall w \in \mathrm{C}
$$

Since $a_{12} \neq 0$, we conclude $a_{33}=b_{33}$, thus $A=B$. Finally, if (b2) holds, then we apply (4.1) with

$$
x=\left[\begin{array}{c}
-w \\
1 \\
1
\end{array}\right], \quad y=\left[\begin{array}{c}
1 \\
\bar{w} \\
0
\end{array}\right], \quad w \in \mathrm{C}
$$

It follows that

$$
\left|a_{12}+\left(a_{22}+a_{23}\right) w\right|^{2}=\left|a_{12}+\left(a_{22}+b_{23}\right) w\right|^{2}
$$

In particular,

$$
\operatorname{Re}\left(\left(a_{22}+a_{23}\right) w a_{12}-\left(a_{22}+b_{23}\right) w a_{12}\right)=0
$$

and since this equality holds for all $w \in \mathrm{C}$, we obtain $a_{23}=b_{23}$. Now we apply the proof of Case (a) to the lower right $2 \times 2$ submatrices of $A-a_{22} I$ and $B-a_{22} I$, and the equality $A=B$ follows.

This concludes our consideration of Case (b).

Consider now Case (c). Applying the proof of Case (a) to the $2 \times 2$ submatrices of $A$ and $B$ generated by the 1 st and 3 rd rows and columns, we see that $b_{33}=a_{33}$. Next, apply (4.1) with

$$
x=\left[\begin{array}{c}
-z p \\
z \\
1
\end{array}\right], \quad y=\left[\begin{array}{c}
1 \\
\bar{p} \\
0
\end{array}\right], \quad z, p \in \mathrm{C}
$$

It follows that

$$
\left|a_{13}+\left(a_{22} z+a_{23}\right) p\right|^{2}=\left|a_{13}+\left(b_{22} z+b_{23}\right) p\right|^{2}, \quad \forall z, p \in \mathrm{C}
$$

Consider this as a polynomial of the real and imaginary parts of $p$, with $z$ as a parameter. In particular,

$$
\operatorname{Re}\left(\left(a_{22} z+a_{23}\right) p a_{13}-\left(b_{22} z+b_{23}\right) p a_{13}\right)=0
$$

Since $a_{13} \neq 0$ and the equality holds for all $p \in \mathrm{C}$, we have

$$
a_{22} z+a_{23}=b_{22} z+b_{23}, \quad \forall z \in \mathrm{C}
$$

Clearly, $a_{22}=b_{22}$ and $a_{23}=b_{23}$. This completes the proof of Step 2.

## 5. Proof of Theorem 2.2: $0<t<\pi / 2$

Again, we prove only the nontrivial "only if" part.
Step 1. Assume the dimension of H is at least 3.
Let $(x, y)$ be an orthonormal pair. Then

$$
\begin{equation*}
\left|\left\langle A x, x+(\tan t) y e^{\mathrm{is}}\right\rangle\right|=\left|\left\langle B x, x+(\tan t) y e^{\mathrm{i} s}\right\rangle\right|, \quad \forall s \in[0,2 \pi) \tag{5.1}
\end{equation*}
$$

Consider the two circles

$$
\begin{aligned}
C_{A} & :=\left\{\left\langle A x, x+(\tan t) y e^{i s}\right\rangle: 0 \leq s<2 \pi\right\} \\
C_{B} & :=\left\{\left\langle B x, x+(\tan t) y e^{\mathrm{i} s}\right\rangle: 0 \leq s<2 \pi\right\}
\end{aligned}
$$

with centers and radii $\langle A x, x\rangle,(\tan t)|\langle A x, y\rangle|$, and $\langle B x, x\rangle$, $(\tan t)|\langle B x, y\rangle|$, respectively. Condition (5.1) implies that

$$
\min _{z \in C_{A}}|z|=\min _{z \in C_{B}}|z| \quad \text { and } \quad \max _{z \in C_{A}}|z|=\max _{z \in C_{B}}|z|
$$

and therefore

$$
|\langle A x, x\rangle|+(\tan t)|\langle A x, y\rangle|=|\langle B x, x\rangle|+(\tan t)|\langle B x, y\rangle|
$$

and

$$
||\langle A x, x\rangle|-(\tan t)|\langle A x, y\rangle||=||\langle B x, x\rangle|-(\tan t)|\langle B x, y\rangle||
$$

We see that one of the two possibilities holds: either
(a)

$$
\begin{equation*}
|\langle A x, x\rangle|=|\langle B x, x\rangle| \quad \text { and } \quad|\langle A x, y\rangle|=|\langle B x, y\rangle| \tag{5.2}
\end{equation*}
$$

(this happens if the origin is not situated inside one of the circles $C_{A}$ and $C_{B}$ and outside of the other circle);
or
(b) there exist positive numbers $p \neq q$ such that $|\langle A x, x\rangle|=p,|\langle B x, x\rangle|=q$, $(\tan t)|\langle A x, y\rangle|=q,(\tan t)|\langle B x, y\rangle|=p$ (this happens if the origin is situated inside one circle and outside of the other).
Clearly, for every fixed normalized $x \in \mathrm{H}$, either (a) holds for all $y \in \mathrm{H}$ such that $(x, y)$ form an orthonormal pair, or (b) holds for all such $y$. We claim that (b) is not possible (here we use the hypothesis that $\operatorname{dim} \mathrm{H} \geq 3$ ). Indeed, under (b) we have

$$
\begin{equation*}
|\langle A x, y\rangle|=|\langle B x, x\rangle|(\tan t)^{-1} \neq 0 \tag{5.3}
\end{equation*}
$$

for every normalized $y$ orthogonal to $x$. If $y_{1}, y_{2}$ are orthonormal elements both orthogonal to $x$, then there is a nonzero linear combination of $y_{1}, y_{2}$ which is orthogonal to $A x$, a contradiction with (5.3). Thus, we have (a) for every orthonormal pair $(x, y), x, y \in \mathrm{H}$, and by the part of Theorem 2.2 for the cases $t=0$ and $t=\pi / 2$, we obtain $B=\mu A$ or $B=\mu A^{*}$ for some $\mu \in \mathrm{C},|\mu|=1$, as well as $B=\gamma A+\nu I$ for some $\gamma, \nu \in \mathrm{C}$ with $|\gamma|=1$.

We claim that $B=\mu^{\prime} A$, for some $\mu^{\prime} \in \mathrm{C}$ with $\left|\mu^{\prime}\right|=1$, always holds. Indeed, suppose $B=\mu A^{*},|\mu|=1$. Without loss of generality we may take $\mu=1$. Taking squares in (5.1), and using (5.2), we obtain for every orthonormal pair ( $x, y$ ) and every $s, 0 \leq s<2 \pi$ :

$$
\operatorname{Re}\left(\left\langle A x, y e^{\mathrm{i} s}\right\rangle \cdot \overline{\langle A x, x\rangle}\right)=\operatorname{Re}\left(\left\langle B x, y e^{\mathrm{i} s}\right\rangle \cdot \overline{\langle B x, x\rangle}\right)
$$

Thus,

$$
\langle A x, y\rangle \cdot \overline{\langle A x, x\rangle}=\langle B x, y\rangle \cdot \overline{\langle B x, x\rangle} .
$$

Substituting in this equality $B=\gamma A+\nu I$, we have

$$
\begin{equation*}
\langle A x, y\rangle \cdot \overline{\langle A x, x\rangle}=\gamma\langle A x, y\rangle(\overline{\gamma\langle A x, x\rangle+\nu}) \tag{5.4}
\end{equation*}
$$

If $x$ is not an eigenvector of $A$, then we can take $y \not \perp A x$, and (5.4) gives

$$
\langle A x, x\rangle=\langle A x, x\rangle+\bar{\gamma} \nu
$$

thus $\nu=0$ and we are done. If every normalized $x \in \mathrm{H}$ is an eigenvector of $A$, then $A=z I, z \in \mathrm{C}$, and

$$
B=A^{*}=\bar{z} I=\frac{\bar{z}}{z} A,
$$

and we are done again (the case $z=0$ is trivial).
Step 2. Assume $H=C^{2}$.
We need to show that, for fixed $A, B \in M_{2}$, the equality

$$
\begin{equation*}
\left|x^{*} A x+(\tan t) y^{*} A x\right|=\left|x^{*} B x+(\tan t) y^{*} B x\right| \tag{5.5}
\end{equation*}
$$

for every orthonormal pair $(x, y), x, y \in C^{2}$, implies

$$
\begin{equation*}
A=\mu B \quad \text { for some unimodular } \mu \tag{5.6}
\end{equation*}
$$

We consider a special case first.
Case 1. Suppose

$$
A=\left[\begin{array}{cc}
1 & a_{1} \\
0 & 0
\end{array}\right], \quad B=\left[\begin{array}{cc}
\nu & b_{1} \\
0 & 0
\end{array}\right], \quad|\nu|=1
$$

and (5.5) holds. We may assume $\nu=1$. Write

$$
a_{1}=a_{1}^{\prime}+\mathfrak{i} a_{1}^{\prime \prime}, \quad b_{1}=b_{1}^{\prime}+\mathfrak{i} b_{1}^{\prime \prime}
$$

where $a_{1}^{\prime}, a_{1}^{\prime \prime}, b_{1}^{\prime}, b_{1}^{\prime \prime}$ are real, and let $\tau=\tan t$. Applying (5.5) to the orthogonal pair

$$
x=\left[\begin{array}{c}
u+\mathfrak{i} v \\
1
\end{array}\right], \quad y=\left[\begin{array}{c}
1 \\
-u+\mathfrak{i} v
\end{array}\right], \quad u, v \in \mathrm{R}
$$

(note that $x$ and $y$ have equal lengths, and therefore (5.5) is applicable), we obtain $\left|u^{2}+v^{2}+(u-\mathfrak{i} v) a_{1}+\tau(u+\mathfrak{i} v)+\tau a_{1}\right|=\left|u^{2}+v^{2}+(u-\mathfrak{i} v) b_{1}+\tau(u+\mathfrak{i} v)+\tau b_{1}\right|$.

Taking squares in this equality, and expressing the modulus squared of a complex number as the sum of squares of its real and imaginary parts, yields

$$
\begin{align*}
& \left(u^{2}+v^{2}+u a_{1}^{\prime}+v a_{1}^{\prime \prime}+\tau u+\tau a_{1}^{\prime}\right)^{2}+\left(u a_{1}^{\prime \prime}-v a_{1}^{\prime}+\tau v+\tau a_{1}^{\prime \prime}\right)^{2} \\
= & \left(u^{2}+v^{2}+u b_{1}^{\prime}+v b_{1}^{\prime \prime}+\tau u+\tau b_{1}^{\prime}\right)^{2}+\left(u b_{1}^{\prime \prime}-v b_{1}^{\prime}+\tau v+\tau b_{1}^{\prime \prime}\right)^{2} . \tag{5.7}
\end{align*}
$$

This equality holds for all real $u, v$, and both sides are polynomials in $u, v$. Equating the coefficients of $u^{3}$ in both sides of (5.7) gives $2\left(a_{1}^{\prime}+\tau\right)=2\left(b_{1}^{\prime}+\tau\right)$, and equating the coefficients of $v^{3}$ gives $2 a_{1}^{\prime \prime}=2 b_{1}^{\prime \prime}$. Thus, $a_{1}=b_{1}$, as required.

To continue with the proof of Step 2, we bring a general fact. Given fixed $\alpha, \beta, \gamma, \delta \in \mathrm{C}$, assume the identity

$$
\begin{equation*}
\left|\alpha+e^{\mathrm{i} \xi} \beta\right|=\left|\gamma+e^{\mathrm{i} \xi} \delta\right|, \quad \xi \in \mathrm{R} \tag{5.8}
\end{equation*}
$$

holds. Note that (5.8) is equivalent to

$$
\begin{equation*}
|\alpha|^{2}+|\beta|^{2}-|\gamma|^{2}-|\delta|^{2}+2 \operatorname{Re}\left(e^{i \xi}(\beta \bar{\alpha}-\delta \bar{\gamma})\right)=0 \tag{5.9}
\end{equation*}
$$

Due to arbitrariness of $\xi \in \mathrm{R}(5.9)$ is further equivalent to

$$
\begin{equation*}
|\alpha|^{2}+|\beta|^{2}=|\gamma|^{2}+|\delta|^{2}, \quad \beta \bar{\alpha}=\delta \bar{\gamma} \tag{5.10}
\end{equation*}
$$

Adding two times the absolute values of the second equation in (5.10) to the first one, and subtracting the same from the first equation in (5.10), we easily find that at least one of the following two conditions holds:
(i) $(|\gamma|,|\delta|)=(|\alpha|,|\beta|)$;
(ii) $(|\gamma|,|\delta|)=(|\beta|,|\alpha|)$;

Multiply $\beta \bar{\alpha}=\delta \bar{\gamma}$ with $\alpha$ and use either $\alpha \bar{\alpha}=\gamma \bar{\gamma}$ or $\alpha \bar{\alpha}=\delta \bar{\delta}$ to obtain
(i') $\quad(\gamma, \delta)=\mu(\alpha, \beta), \quad$ or $\quad\left(i i^{\prime}\right) \quad(\gamma, \delta)=\mu(\bar{\beta}, \bar{\alpha}) ; \quad$ for some $\mu \in \mathrm{C},|\mu|=1$.
(5.11)

Now, write $A=\sum a_{i j} E_{i j}$ and $B=\sum b_{i j} E_{i j}$, where $E_{i j}$ are the standard matrix units in $M_{2}$ : $E_{i j}$ has 1 in the $(i, j)$ th position and zeros elsewhere. Let $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}\right\}$ be the standard basis of unit vectors for $C^{2}$.

Case 2. Suppose $A$ or $B$ is zero, say, $A=0$. Applying (5.5) with $(x, y)=$ $\left(\mathbf{e}_{1}, \mathbf{e}_{2} e^{\mathrm{i} \xi}\right)$ for every $\xi \in[0,2 \pi)$, we see that the first column of $B$ is zero. Applying (5.5) with $(x, y)=\left(\mathbf{e}_{2}, \mathbf{e}_{1} e^{\mathrm{i} \xi}\right)$ for every $\xi \in[0,2 \pi)$, we see that the second column of $B$ is also zero. So, (5.6) holds.

Case 3. Suppose both $A$ and $B$ are nonzero nilpotent. Replacing $(A, B)$ by $\left(U^{*} A U, U^{*} B U\right)$ for a suitable unitary $U$, we may assume that $a_{11}=a_{21}=a_{22}=0$. Applying (5.5) with $(x, y)=\left(\mathbf{e}_{1}, \mathbf{e}_{2} e^{\mathrm{i} \xi}\right)$ for every $\xi \in[0,2 \pi)$, we see that the first column of $B$ is zero. Since $B$ is nilpotent, we see that $b_{22}=0$. Applying (5.5) with $(x, y)=\left(\mathbf{e}_{2}, \mathbf{e}_{1} e^{\mathrm{i} \xi}\right)$ for every $\xi \in[0,2 \pi)$, we see that $\left|a_{12}\right|=\left|b_{12}\right|$. So, (5.6) holds.

Case 4. Suppose $A$ and $B$ are nonzero, and at least one of them, say, $A$ is not nilpotent. Replacing $(A, B)$ by $\left(U^{*} A U / \gamma, U^{*} B U / \gamma\right)$ for a suitable unitary $U$ and a suitable $\gamma \in \mathrm{C}$, we may assume that $\left(a_{11}, a_{21}\right)=(1,0)$ and $\left|a_{22}\right| \leq 1$ (see the Schur unitary triangularization theorem [7, Theorem 2.3.1]).

Now, for $(x, y)=\left(c \mathbf{e}_{1}+s \mathbf{e}_{2}, e^{-\mathfrak{i} \xi}\left(-s \mathbf{e}_{1}+c \mathbf{e}_{2}\right)\right)$ with $\xi, c, s \in \mathrm{R}$ such that $(c, s)=(\cos u, \sin u)$ for some $u \in \mathrm{R}$, equation (5.5) is valid. Hence,

$$
\begin{align*}
\mid c^{2} & +a_{12} c s+s^{2} a_{22}+e^{\mathrm{i} \xi} \tan t\left(-c s\left(1-a_{22}\right)-s^{2} a_{12}\right) \mid \\
& =\left|b_{11} c^{2}+\left(b_{12}+b_{21}\right) c s+s^{2} b_{22}+e^{\mathrm{i} \xi} \tan t\left(b_{21} c^{2}-c s\left(b_{11}-b_{22}\right)-s^{2} b_{12}\right)\right| \tag{5.12}
\end{align*}
$$

It follows (see the implication $(5.8) \Rightarrow(5.11))$ that for any pair $(c, s)=(\cos u, \sin u)$ with $c, s>0$, at least one of the two pairs of equalities (i") and (ii") below holds:

$$
\begin{align*}
c^{2}+a_{12} c s+s^{2} a_{22} & =\mu_{s}\left(b_{11} c^{2}+\left(b_{12}+b_{21}\right) c s+s^{2} b_{22}\right) \\
\tan t\left(-\left(1-a_{22}\right) c s-s^{2} a_{12}\right) & =\mu_{s} \tan t\left(b_{21} c^{2}-\left(b_{11}-b_{22}\right) c s-s^{2} b_{12}\right) \tag{i"}
\end{align*}
$$

for some unimodular $\mu_{s} \in \mathrm{C}$;

$$
\begin{align*}
c^{2}+a_{12} c s+s^{2} a_{22} & =\mu_{s} \tan t\left(\overline{b_{21}} c^{2}-\left(\overline{b_{11}}-\overline{b_{22}}\right) c s-s^{2} \overline{b_{12}}\right) \\
\tan t\left(-\left(1-a_{22}\right) c s-s^{2} a_{12}\right) & =\mu_{s}\left(\overline{b_{11}} c^{2}+\left(\overline{b_{12}}+\overline{b_{21}}\right) c s+s^{2} \overline{b_{22}}\right) \tag{ii"}
\end{align*}
$$

for some unimodular $\mu_{s} \in \mathrm{C}$. Rewrite (i") and (ii") into equivalent forms

$$
\begin{align*}
\left(1-\mu_{s} b_{11}\right)\left(\frac{s}{c}\right)^{-1}+a_{12}-\mu_{s}\left(b_{12}+b_{21}\right)+\left(\frac{s}{c}\right)\left(a_{22}-\mu_{s} b_{22}\right) & =0 \\
\left(-\mu_{s} b_{21}\right)\left(\frac{s}{c}\right)^{-1}-\left(\left(1-a_{22}\right)-\mu_{s}\left(b_{11}-b_{22}\right)\right)-\left(\frac{s}{c}\right)\left(a_{12}-\mu_{s} b_{12}\right) & =0 \tag{i"'}
\end{align*}
$$

and

$$
\begin{align*}
\left(1-\mu_{s} \tau \overline{b_{21}}\right)\left(\frac{s}{c}\right)^{-1}+a_{12}+\mu_{s} \tau\left(\overline{b_{11}}-\overline{b_{22}}\right)+\left(\frac{s}{c}\right)\left(a_{22}+\mu_{s} \tau \overline{b_{12}}\right) & =0 \\
\left(-\mu_{s} \overline{b_{11}}\right)\left(\frac{s}{c}\right)^{-1}-\left(\tau\left(1-a_{22}\right)+\mu_{s}\left(\overline{b_{12}}+\overline{b_{21}}\right)\right)-\left(\frac{s}{c}\right)\left(\tau a_{12}+\mu_{s} \overline{b_{22}}\right) & =0 \tag{ii"'}
\end{align*}
$$

respectively, with $\tau:=\tan t>0$.
Fix a sequence of pairs of positive numbers $\left(c_{i}, s_{i}\right)$, with $c_{i}^{2}+s_{i}^{2}=1$, converging to $(1,0)$. Passing to a subsequence, we have that at least one of (i"') and (ii"') holds for all its members, and we may also assume that $\lim _{i \rightarrow \infty} \mu_{s_{i}}=\mu$ for some unimodular $\mu$.

Suppose ( i "') holds for all $\left(c_{i}, s_{i}\right)$. Clearly $\left(s_{i} / c_{i}\right)^{-1}$ converges to $\infty$, while $\left|\mu_{s_{i}}\right|=1$ is bounded. It follows from the first equation of (i"') that $\lim _{i \rightarrow \infty}(1-$ $\left.\mu_{s_{i}} b_{11}\right)=0$, so $1-\mu b_{11}=0$ and $b_{11}=\mu^{-1}$. The second equation in (i"') yields that $\lim _{i \rightarrow \infty}\left(-\mu_{s_{i}} b_{21}\right)=0$, hence $b_{21}=0$. Now the second equation in (i"') takes the form

$$
\begin{equation*}
a_{22}-1+\mu_{s_{i}}\left(\mu^{-1}-b_{22}\right)-\left(\frac{s_{i}}{c_{i}}\right)\left(a_{12}-\mu_{s_{i}} b_{12}\right)=0 \tag{5.13}
\end{equation*}
$$

and passing to the limit when $i \rightarrow \infty$ gives

$$
\begin{equation*}
a_{22}-1+\mu\left(\mu^{-1}-b_{22}\right)=0 \tag{5.14}
\end{equation*}
$$

i.e., $b_{22}=\mu^{-1} a_{22}$. Next, substitute zero for $b_{21}$ and $\mu^{-1}$ for $b_{11}$ in the first equation in (i"'), and pass to the limit. The result is

$$
\begin{equation*}
\lim _{i \rightarrow \infty}\left(1-\mu_{s_{i}} \mu^{-1}\right)\left(\frac{s_{i}}{c_{i}}\right)^{-1}=-a_{12}+\mu b_{12} \tag{5.15}
\end{equation*}
$$

On the other hand, substituting $b_{22}=\mu^{-1} a_{22}$ into (5.13) yields, after some rearrangements

$$
\left(a_{22}-1\right)\left(1-\mu_{s_{i}} \mu^{-1}\right)\left(\frac{s_{i}}{c_{i}}\right)^{-1}-\left(a_{12}-b_{12} \mu_{s_{i}}\right)=0
$$

Using (5.15) it follows after simplification that

$$
\mu a_{22} b_{12}-a_{12} a_{22}=0
$$

Thus, either $b_{12}=\mu^{-1} a_{12}$, and then (5.6) holds: $B=\mu^{-1} A$, or $a_{22}=0$, and then (5.6) holds by virtue of Case 1 .

Thus, the proof of Step 2 is complete if there is a sequence of positive numbers $\left(c_{i}, s_{i}\right)$ with $c_{i}^{2}+s_{i}^{2}=1$ converging to $(1,0)$ such that ( $\mathrm{i} " '$ ') holds for all $\left(c_{i}, s_{i}\right)$.

We now assume that (ii"') holds for all positive ( $c, s$ ) with $c^{2}+s^{2}=1$ and $s$ sufficiently close to zero. It follows from the first equation of (ii"') that $\lim _{s \rightarrow 0}\left(1-\mu_{s} \tau \overline{b_{21}}\right)=0$. Denoting by $\mu$ any partial limit of $\mu_{s}$ as $s \rightarrow 0$, we have $1-\mu \tau \overline{b_{21}}=0$, or

$$
\begin{equation*}
b_{21}=\mu \tau^{-1} \tag{5.16}
\end{equation*}
$$

(By the way this shows that $\mu$ is unique, i.e., $\mu=\lim _{s \rightarrow 0} \mu_{s}$.) The second equation in (ii"') yields $\lim _{s \rightarrow 0}\left(-\mu_{s} \overline{\bar{b}_{11}}\right)=0$, hence $b_{11}=0$. Letting $s \rightarrow 0$, the second equation in (ii"') gives

$$
\begin{equation*}
\tau\left(1-a_{22}\right)+\mu\left(\overline{b_{12}}+\overline{b_{21}}\right)=0 \tag{5.17}
\end{equation*}
$$

Thus,

$$
\overline{b_{12}}=\mu^{-1}\left(-\mu \overline{b_{21}}-\tau\left(1-a_{22}\right)\right)
$$

and using $\overline{b_{21}}=\mu^{-1} \tau^{-1}$ we obtain

$$
\begin{equation*}
\overline{b_{12}}=\mu^{-1}\left(-\tau-\tau^{-1}+\tau a_{22}\right) \tag{5.18}
\end{equation*}
$$

It follows from (5.16) and (5.18) that

$$
\begin{equation*}
\overline{b_{12}}+\overline{b_{21}}=\mu^{-1} \tau\left(-1+a_{22}\right) \tag{5.19}
\end{equation*}
$$

Substituting $\mu^{-1}$ for $\tau \overline{b_{21}}$ and zero for $b_{11}$ in the first equation in (ii"'), we find

$$
\left(1-\mu_{s} \mu^{-1}\right)\left(\frac{s}{c}\right)^{-1}+a_{12}-\mu_{s} \tau \overline{b_{22}}+\left(\frac{s}{c}\right)\left(a_{22}+\mu_{s} \tau \overline{b_{12}}\right)=0
$$

and passing to the limit when $s \rightarrow 0$, it follows that

$$
\begin{equation*}
\lim _{s \rightarrow 0}\left(\mu-\mu_{s}\right)\left(\frac{s}{c}\right)^{-1}=\mu^{2} \tau \overline{b_{22}}-\mu a_{12} \tag{5.20}
\end{equation*}
$$

On the other hand, using $b_{11}=0$ and (5.17), the second equation in (ii"') reads

$$
\left(\mu-\mu_{s}\right)\left(\overline{b_{12}}+\overline{b_{21}}\right)-\left(\frac{s}{c}\right)\left(\tau a_{12}+\mu_{s} \overline{b_{22}}\right)=0
$$

In view of (5.20) we have

$$
\begin{equation*}
\left(\mu^{2} \tau \overline{b_{22}}-\mu a_{12}\right)\left(\overline{b_{12}}+\overline{b_{21}}\right)=\tau a_{12}+\mu \overline{b_{22}} \tag{5.21}
\end{equation*}
$$

Using (5.19), we solve (5.21) for $\overline{b_{22}}$ :

$$
\begin{equation*}
\overline{b_{22}}=\frac{a_{12} \tau a_{22}}{\mu \tau^{2} a_{22}-\mu \tau^{2}-\mu} \tag{5.22}
\end{equation*}
$$

Note that the condition $\left|a_{22}\right| \leq 1$ guarantees that the denominator in (5.22) is nonzero.

Next, we show that $b_{12}+b_{21}=b_{22}=0$. Arguing by contradiction, let us suppose that

$$
\begin{equation*}
b_{12}+b_{21} \neq 0 \quad \text { or } \quad b_{22} \neq 0 \tag{5.23}
\end{equation*}
$$

Then the second equation in (ii"') can be solved for $\mu_{s}$ (assuming $s$ is close enough to zero):

$$
\begin{equation*}
\mu_{s}=\frac{\tau\left(1-a_{22}\right)+w \tau a_{12}}{-\overline{b_{12}}-\overline{b_{21}}-w \overline{b_{22}}}, \quad w:=\frac{s}{c} \tag{5.24}
\end{equation*}
$$

Substituting the right hand side of (5.24) into the first equation in (ii"'), after some simple algebra, we obtain:

$$
\begin{align*}
& \left(\overline{b_{22}} a_{22}-\tau^{2} \overline{b_{12}} a_{12}\right) w^{3}+ \\
& \left(\left(\tau^{2}+1\right) \overline{b_{22}} a_{12}+\overline{b_{21}} a_{22}+\overline{b_{12}}\left(\left(\tau^{2}+1\right) a_{22}-\tau^{2}\right)\right) w^{2}+ \\
& \left(\left(\overline{b_{12}}+\left(\tau^{2}+1\right) \overline{b_{21}}\right) a_{12}+\overline{b_{22}}\left(-a_{22} \tau^{2}+\tau^{2}+1\right)\right) w+ \\
& \overline{b_{12}}+\overline{b_{21}}\left(-a_{22} \tau^{2}+\tau^{2}+1\right)=0 \tag{5.25}
\end{align*}
$$

The equation holds for all $w$ close to zero; equating coefficients of powers of $w$ on the right hand and on the left hand sides of (5.25), the following equalities result
$\left((5.26),\left((5.27),\left((5.28),\left((5.29)\right.\right.\right.\right.$ correspond to the coefficients of $w^{3}, w^{0}, w^{2}, w^{1}$, respectively):

$$
\begin{gather*}
-a_{22} \overline{b_{22}}+\tau^{2} a_{12} \overline{b_{12}}=0  \tag{5.26}\\
\overline{b_{12}}+\overline{b_{21}}+\tau^{2}\left(1-a_{22}\right) \overline{b_{21}}=0  \tag{5.27}\\
a_{12} \overline{b_{22}}+\tau^{2} a_{12} \overline{b_{22}}+a_{22}\left(\overline{b_{12}}+\overline{b_{21}}\right)-\tau^{2}\left(1-a_{22}\right) \overline{b_{12}}=0  \tag{5.28}\\
-\overline{b_{22}}-\tau^{2} a_{12} \overline{b_{21}}+a_{12}\left(-\overline{b_{12}}-\overline{b_{21}}\right)-\tau^{2}\left(1-a_{22}\right) \overline{b_{22}}=0 \tag{5.29}
\end{gather*}
$$

Substituting the right hand sides of (5.22) and (5.18) for $\overline{b_{22}}$ and $\overline{b_{12}}$, respectively, in (5.26) yields after simplification:

$$
a_{12}\left(a_{22}-1\right)\left(-\tau^{2}+\left(\tau^{2}-1\right) a_{22}-1\right)=0
$$

Thus, at least one of the three equalities holds:

$$
\begin{gather*}
a_{12}=0,  \tag{5.30}\\
a_{22}=1,  \tag{5.31}\\
a_{22}\left(\tau^{2}-1\right)=\tau^{2}+1 \tag{5.32}
\end{gather*}
$$

However, (5.32) is impossible because it contradicts $\tau>0$ and $\left|a_{22}\right| \leq 1$. In the case (5.30) holds we have $b_{22}=0$, by (5.26). Substitute $b_{22}=0$ and the right hand sides of $(5.18)$ and (5.19) for $\overline{b_{12}}$ and $\overline{b_{12}}+\overline{b_{21}}$, respectively, in (5.28), to obtain:

$$
\frac{\tau\left(\tau^{2}+1\right)\left(a_{22}-1\right)^{2}}{\mu}=0
$$

and since $\tau>0$ we have $a_{22}=1$. But then $b_{12}+b_{21}=0$ by (5.19), a contradiction with (5.23). So (5.30) cannot be true and hence we must have $a_{22}=1$. Then $b_{12}+b_{21}=0$. Now (5.28) gives

$$
a_{12} \overline{b_{22}}\left(1+\tau^{2}\right)=0
$$

so either $a_{12}=0$ or $b_{22}=0$, and in either case a contradiction with (5.23) results.
Thus, (5.23) cannot hold, and we have $b_{12}+b_{21}=0$ and $b_{22}=0$. By (5.19) $a_{22}=1$ and then by (5.22) $a_{12}=0$. Keeping in mind (5.16), the result is that

$$
A=\left[\begin{array}{ll}
1 & 0 \\
0 & 1
\end{array}\right], \quad B=\mu\left[\begin{array}{cc}
0 & -\cot t \\
\cot t & 0
\end{array}\right]
$$

We now can finish the proof of Step 2 as follows. If already $A=\mu B$ for some $|\mu|=1$, then we are done. Assume lastly $A=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ and $B=\mu\left[\begin{array}{cc}0 & -\cot t \\ \cot t & 0\end{array}\right]$. Here we replace the pair $(A, B)$ with

$$
\left(A^{\prime}, B^{\prime}\right):=\left(U A U^{*}, U B U^{*}\right), \quad A^{\prime}=\sum a_{i j}^{\prime} E_{i j}, \quad B^{\prime}=\sum b_{i j}^{\prime} E_{i j}
$$

for the unitary $U:=\operatorname{diag}(\mathfrak{i}, 1)$. Clearly, the new pair still satisfies the defining identity (5.5), and still $\left(a_{11}^{\prime}, a_{21}^{\prime}\right)=(1,0)$ and $\left|a_{22}^{\prime}\right| \leq 1$. This allows us to use the same arguments as above in Case 4. In particular, Eq. (5.12) with ( $a_{i j}, b_{i j}$ ) replaced by $\left(a_{i j}^{\prime}, b_{i j}^{\prime}\right)$ gives either $A^{\prime}=\mu^{\prime} B^{\prime}\left(\left|\mu^{\prime}\right|=1\right)$ wherefrom $A=\mu^{\prime} B$, or
else $A^{\prime}=\left[\begin{array}{ll}1 & 0 \\ 0 & 1\end{array}\right]$ and $B^{\prime}=\mu^{\prime}\left[\begin{array}{cc}0 & -\cot t \\ \cot t & 0\end{array}\right]$. But the last case is contradictory, namely recall that

$$
\mu^{\prime}\left[\begin{array}{cc}
0 & -\cot t \\
\cot t & 0
\end{array}\right]=B^{\prime}=U B U^{*}=\mu\left[\begin{array}{cc}
0 & -\mathfrak{i} \cot t \\
-\mathfrak{i} \cot t & 0
\end{array}\right]
$$

giving $\mu^{\prime}=0=\mu$, a contradiction.
This concludes the proof of Step 2.

## 6. Linear dependence in terms of trace functionals

If $C \in L(\mathrm{H})$ is a trace class operator, then the formula

$$
W_{C}(A)=\left\{\operatorname{trace}\left(C U^{*} A U\right): U \in L(\mathrm{H}), \quad U \text { unitary }\right\}
$$

defines the $C$-numerical range of an operator $A \in L(\mathrm{H})$. The $C$-numerical ranges also have been extensively studied, see $[5,8,1,12,3]$, a representative sample of relevant works. In particular, $C$-numerical ranges of matrices have been applied recently in quantum computing and control $[4,14,6]$. It is easy to see that the $q$-numerical range is actually the $C$-numerical range with $C$ given by

$$
\begin{equation*}
C x=q\langle x, y\rangle y+\sqrt{1-q^{2}}\langle x, z\rangle y, \quad x \in \mathrm{H} \tag{6.1}
\end{equation*}
$$

where $(y, z), y, z \in \mathrm{H}$, is a fixed orthonormal pair. Note that every rank one operator is unitarily similar (after appropriate scaling) to an operator of the form (6.1); thus, the $q$-numerical ranges represent the $C$-numerical ranges with rank one operators $C$.

The result of Proposition 2.1 extends to $C$-numerical ranges, as follows.
Theorem 6.1. Let $f$ be the bounded linear functional on $L(\mathrm{H})$, given by a trace class operator $C$ :

$$
\begin{equation*}
f(X)=\operatorname{trace}(C X), \quad X \in L(\mathrm{H}) \tag{6.2}
\end{equation*}
$$

Assume that $C$ is not scalar. Suppose $A, B \in L(\mathrm{H})$. Then

$$
f\left(U^{*} A U\right)=f\left(U^{*} B U\right)
$$

holds for every unitary $U$ if and only if either (1) trace $C \neq 0$ and $A=B$, or (2) trace $C=0$ and $A-B$ is scalar.

For the proof of Theorem 6.1 a few lemmas will be needed. We start with a simple observation.

Lemma 6.2. An operator $A \in L(\mathrm{H})$ has the property that

$$
\begin{equation*}
\langle A x, x\rangle=\langle A y, y\rangle \quad \forall \text { orthonormal pairs }(x, y), \quad x, y \in \mathrm{H} \tag{6.3}
\end{equation*}
$$

if and only if $A$ is scalar.

Proof. The "if" part is trivial, and for the "only if" part note that if $z, w \in \mathrm{H}$ are normalized elements such that $(z, y)$ and $(w, y)$ are orthonormal pairs for some $y \in \mathrm{H}$, then

$$
\begin{equation*}
\langle A z, z\rangle=\langle A w, w\rangle \tag{6.4}
\end{equation*}
$$

Thus, if the dimension of H is at least 3 , then (6.4) holds for any normalized $z$ and $w$. Hence the numerical range of $A$ is a singleton, and $A$ is scalar. If the dimension of $A$ is 2 , then the statement of Lemma 6.2 can be easily verified by a straightforward computation: Subtracting from $A$ a suitable scalar, we can assume that

$$
\left\langle A \mathbf{e}_{1}, \mathbf{e}_{1}\right\rangle=\left\langle A \mathbf{e}_{2}, \mathbf{e}_{2}\right\rangle=0
$$

So $A=\left[\begin{array}{ll}0 & a \\ b & 0\end{array}\right]$ for some $a, b \in \mathrm{C}$, and further consideration using property (6.3) shows that we must have $a=b=0$.

We denote by $L_{1}(\mathrm{H})$ the ideal of trace operators in $L(\mathrm{H})$, and by $L_{10}(\mathrm{H})$ the (closed in the trace-class norm) subspace of trace operators with zero trace.

Lemma 6.3. Let $C \in L_{1}(\mathrm{H})$ be a nonzero operator with zero trace. Then $X \in L(H)$ satisfies the property that trace $\left(U C U^{*} X\right)=0$ for every unitary $U$ if and only if $X$ is scalar.

The statement and proof of this and the following lemma is inspired by [15] (these lemmas are essentially proved in [15] in the case H is finite dimensional).

Proof. The "if" part being trivial, we prove the "only if" part. Suppose the operator $U C U^{*} X$ has zero trace for every unitary $U$ but $X$ is not scalar. We may replace $C$ by any (finite) nonzero linear combination of operators in the unitary orbit of $C$. By doing so, we may (and do) assume without loss of generality that, for some orthonormal pair $(x, y), x, y \in \mathrm{H}$, and with respect to the orthogonal decomposition

$$
\begin{equation*}
\mathrm{H}=(\operatorname{span} x) \oplus(\operatorname{span} y) \oplus(\operatorname{span}\{x, y\})^{\perp} \tag{6.5}
\end{equation*}
$$

the operator $C$ has the following matrix form:

$$
\begin{equation*}
C=\operatorname{diag}\left(c_{1}, c_{2}, C_{0}\right) \tag{6.6}
\end{equation*}
$$

where $c_{1}, c_{2} \in \mathrm{C}$ and $c_{1} \neq c_{2}$. Indeed, let $x \in \mathrm{H}$ be a normalized element such that $\langle C x, x\rangle \neq 0$; the condition that $C$ has zero trace guarantees that there exists a normalized $y$ orthogonal to $x$ such that $\langle C y, y\rangle \neq\langle C x, x\rangle$. Now let $U_{1}, U_{2}, U_{3}$ be self-adjoint unitary operators given by
$U_{1}=\operatorname{diag}[1,-1, I], \quad U_{2}=\operatorname{diag}[-1,1, I], \quad U_{3}=\operatorname{diag}[-1,-1, I], \quad I=I_{(\operatorname{span}\{x, y\})^{\perp},}$, with respect to the decomposition (6.5). It is easy to see that the operator

$$
C+U_{1} C U_{1}+U_{2} C U_{2}+U_{3} C U_{3}
$$

has the desired form (6.6). Independently, $X$ can be also replaced by $V^{*} X V$, for any unitary $V$. Since $X$ is not scalar, $\left\langle X x^{\prime}, x^{\prime}\right\rangle \neq\left\langle X y^{\prime}, y^{\prime}\right\rangle$ for some orthonormal
pair $\left(x^{\prime}, y^{\prime}\right)$ by Lemma 6.2. Applying a transformation $X \rightarrow V^{*} X V$, we may assume $\left(x^{\prime}, y^{\prime}\right)=(x, y)$. So

$$
X=\left[\begin{array}{ccc}
x_{1} & * & * \\
* & x_{2} & * \\
* & * & X_{0}
\end{array}\right], \quad x_{1}, x_{2} \in \mathrm{C}, x_{1} \neq x_{2}, \quad X_{0} \in L\left((\operatorname{span}\{x, y\})^{\perp}\right)
$$

with respect to (6.5). Now

$$
\begin{equation*}
0=\operatorname{trace}(C X)=c_{1} x_{1}+c_{2} x_{2}+\operatorname{trace}\left(C_{0} X_{0}\right) \tag{6.7}
\end{equation*}
$$

and letting

$$
U=\left[\begin{array}{ccc}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & I_{(\operatorname{span}\{x, y\})^{\perp}}
\end{array}\right]
$$

we also have

$$
\begin{equation*}
0=\operatorname{trace}(U C U X)=c_{2} x_{1}+c_{1} x_{2}+\operatorname{trace}\left(C_{0} X_{0}\right) \tag{6.8}
\end{equation*}
$$

Comparing (6.7) and (6.8) we see that

$$
\left(c_{1}-c_{2}\right)\left(x_{1}-x_{2}\right)=0
$$

a contradiction with $c_{1} \neq c_{2}, x_{1} \neq x_{2}$.
The result of the next lemma was proved in $[15,5]$ in case H is finite dimensional.

Lemma 6.4. Let $C \in L_{1}(\mathrm{H})$ be a nonzero operator. Then the closure (in the trace norm) of the linear span of operators of the form $U C U^{*}, U$ unitary, coincides with $L_{1}(\mathrm{H})$ if trace $C \neq 0$, and coincides with $L_{10}(\mathrm{H})$ if trace $C=0$.

Proof. Denote by $\mathcal{U}(C)$ the closure of the linear span of operators of the form $U C U^{*}, U$ unitary. Suppose trace $C=0$, and arguing by contradiction, assume $\mathcal{U}(C) \neq L_{10}(\mathrm{H})$. Then (because $L(\mathrm{H})$ is the dual of $\left.L_{1}(\mathrm{H})\right)$ there exists $X \in L(\mathrm{H})$ such that trace $(T X)=0$ for every $T \in \mathcal{U}(C)$ but trace $\left(T_{0} X\right) \neq 0$ for some $T_{0} \in L_{10}(\mathrm{H})$. Being nonscalar, $C \neq 0$, so by Lemma 6.3, the first condition implies that $X$ is scalar, which contradicts the second condition.

Next, suppose trace $C \neq 0$. Since $C$ is not scalar, we have $\langle C x, x\rangle \neq\langle C y, y\rangle$ for some orthonormal pair $(x, y)$ by Lemma 6.2 ; hence $\widehat{C}:=C-V C V^{*} \neq 0$ for some unitary $V$. Clearly trace $\widehat{C}=0$ and $\mathcal{U}(C) \supseteq \mathcal{U}(\widehat{C})$. By the first part of the lemma we have $\mathcal{U}(\widehat{C})=L_{10}(\mathrm{H})$, hence $\mathcal{U}(C) \supseteq L_{10}(\mathrm{H})$. On the other hand, since $C \in \mathcal{U}(C)$ and trace $C \neq 0$, we have $\mathcal{U}(C) \neq L_{10}(\mathrm{H})$, hence $\mathcal{U}(C)=L_{1}(\mathrm{H})$.

Proof of Theorem 6.1. The "if" part is trivial. We prove the "only if" part. The condition implies that trace $\left(A U C U^{*}\right)=\operatorname{trace}\left(B U C U^{*}\right)$, i.e., trace $((A-$ $\left.B) U C U^{*}\right)=0$, for every unitary $U$. Since the closure of the linear span of $\left\{U C U^{*}\right.$ : $U$ unitary $\}$ is either $L_{1}(\mathrm{H})$ or $L_{10}(\mathrm{H})$ by Lemma 6.4 , we see that (1) or (2) holds.

We were not able to prove a generalization of the result of Theorem 2.2 to the framework of trace functionals. Therefore the following open problem is suggested:
Open Problem 6.5. Suppose $f$ is a bounded linear functional on $L(\mathrm{H})$ given by (6.2), where the trace class operator $C$ is not scalar. Characterize pairs $A, B \in$ $L(\mathrm{H})$ such that

$$
\begin{equation*}
\left|f\left(U^{*} A U\right)\right|=\left|f\left(U^{*} B U\right)\right| \quad \forall \text { unitary } U \in L(\mathrm{H}) \tag{6.9}
\end{equation*}
$$

By analogy with Theorem 2.2, we conjecture:
Conjecture 6.6. Under the hypotheses of the open problem, (6.9) holds if and only $i f$ :
(1) $\operatorname{trace} C=0, C=C^{*}$, and either $A=\mu B+\nu I$ or $A=\mu B^{*}+\nu I$ for some $\mu, \nu \in \mathrm{C},|\mu|=1$;
(2) $\operatorname{trace} C=0, C \neq C^{*}$, and $A=\mu B+\nu I$ for some $\mu, \nu \in \mathrm{C},|\mu|=1$;
(3) trace $C \neq 0, C=C^{*}$, and either $A=\mu B$ or $A=\mu B^{*}$ for some $\mu \in \mathrm{C}$, $|\mu|=1$;
(4) $\operatorname{trace} C \neq 0, C \neq C^{*}$, and $A=\mu B$ for some $\mu \in C,|\mu|=1$.

Theorem 2.2 proves the conjecture in the case when $C$ is any rank one operator.
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