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Abstract
A short proof of interlacing inequalities on normalized Laplacians is given.
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1 Introduction

Let G be simple graph with adjacency matrix A = A(G) and Laplacian L = L(G). Then L = D— A
with D = D(G) = diag (dy, ..., dy) such that di,...,d, are the degrees of the vertices of G.

The normalized Laplacian of G is defined as £(G) = TLT, where T is the diagonal matrix
diag (t1,...,t,) such that t; = 1//d; if d; # 0 and ¢; = 1 otherwise. Normalized Laplacians have
many interesting properties and are very useful in studying graphs; see [2] and its references. In
this note, we give a short proof of the following interesting result obtained in [1] recently.
Theorem Suppose H is a connected graph obtained from the graph G by removing an edge. Let
L(G) and L(H) have eigenvalues A\ > -+- > Ay and 1 > -+ > iy, respectively. Set \g = 2 and
Ang1 = 0. Then N\j_1 > pj > Njpq forj=1,...,n.

The proof in [1, Section 3| used the Courant-Fischer theorem in the context of harmonic eigen-

functions and some intricate calculation. Ours depends on the following elementary facts and some
simple 2 x 2 (block) matrix manipulations.

1. The eigenvalues of £(G) lies in [0,2]. [To see this, observe that £(G) and T-'L(G)T have
the same eigenvalues, and each eigenvalue £ of the latter matrix satisfies |{ — 1| < 1 by the
Gershgorin theorem.|

2. For any symmetric matrix A and unit vector v, the value v’ Av lies between the smallest and
largest eigenvalues of A. [This is the Rayleigh principle.]

2 Proof of Theorem

We may relabel the vertices and assume that H is obtained from G by removing the edge join-

ing vertex 1 and vertex 2. Let L(G) = ())/(t g) Suppose Dy = diag (1/v/dy,1/\/ds), D; =

diag (1/+/dy —1,1/+/ds — 1), and Dy = diag (1/v/ds, ...,1/+/dy,). Then

_ (DiXD; DyYD, B I,  DiYD,
E(G)_<D2YtD1 D22D2> and ’C(H)_(sztp1 D2ZD2>'
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To get the desired conclusion, we show that for any u € (un,p1) such that DeZDy — pl,_9 is
invertible,

(a) if L(H)—pl, has p positive eigenvalues then £(G)— ul, has at least p— 1 positive eigenvalues;

(b) if L(H)—plI, has g negative eigenvalues then £(G)—pul, has at least g— 1 negative eigenvalues.
It will then follow that A\j_1 —p; > 0 and p; — Aj41 > 0 for any j =1,...,n. To prove (a) and (b),
let Z = DyZDsy — pul,_o,

(I, —D\YDyz7! s (I —D\YDyZ7!
S_<0 I s and S = 0 I .

Furthermore, set
C=YDyZ 'D;Y', B=D XDy —puls—DiCD; and B=1I,—uly— DCD;.
Then N N N o
S(L(G)—pl,)S'=Bo Z and S(L(H)—pul,)S'=Bao Z.
Evidently, condition (a) fails if and only if B has two positive eigenvalues but B has none; condition

(b) fails if and only if B has two negative eigenvalues but B has none. To show that these undesirable
conditions cannot happen, observe that

Di'BD! = (1 — p)diag (dy — 1,dy — 1) = C
and
Ipp-1_ P-1pr-1 l—p -1

By fact (1), we see that u € (u2, 1) C (0,2), and thus (1__1M 1 > has eigenvalues 171 > 0 > 12,

say with unit eigenvectors v; and wvg, respectively.
Now, if B has two positive eigenvalues, then so has Dy 'BDy!. Using (1) and fact (2) on
5f1§l~)fl, we have
vt DT*BD oy = v DTYBD o1 4+ > 0.
By (2) again, we see that D' BD7! has at least one positive eigenvalue, and so has B.

If B has two negative eigenvalues, then so has Dy !BD; . Using (1) and fact (2) on Dy *BD;?,
we have
tn-1pp-1, —  tPH-1RnH-1

By (2), Dl_lBDl_1 has at least one negative eigenvalue, and so has B. [ |
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