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Abstract

Let A be an adjacency matrix of a treeT with n vertices. Conditions are determined for the
existence of a fixed permutation matrixP that maximizes the quadratic formxtP tAPx over
all nonnegative vectorsx with entries arranged in nondecreasing order. This quadratic form
problem is completely solved, and its answer leads to a corresponding solution for the problem
of determining conditions for the existence of a fixed permutation matrixP that maximizes
the largest eigenvalue of matrices of the formPDP t + A, over all real diagonal matrices
D with nondecreasing diagonal entries. It is shown that there is a tree with six vertices for
which neither of the problems has a solution, and all other trees with six or fewer vertices
have solutions for both problems. By duality, the results also apply to the analogous problem
of minimizing the smallest eigenvalue of matrices of the formPDP t + A. © 2001 Elsevier
Science Inc. All rights reserved.
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1. Introduction

Let A = [aij ] be an adjacency matrix of a given treeT with n > 3 vertices. Note
thatA is a symmetric(0, 1) matrix with all aii = 0. LetSn be the set ofn× n per-
mutation matrices, and letRn+↑ = {x = (x1, . . . , xn)

t: 0 6 x1 6 · · · 6 xn}, i.e., the
set of nonnegative vectors inRn with entries arranged in nondecreasing order. We
study the following optimization problem.

Problem 1.1. Given an adjacency matrixA of a tree withn vertices, determine con-
ditions for the existence ofP ∈ Sn such that for allx ∈ Rn+↑

x tP tAPx > x tQtAQx ∀Q ∈ Sn, (1)

and characterizeP if it exists.

We give a complete solution to Problem 1.1, and use it to solve the following
related problem, in which we denote the maximum eigenvalue of a real symmetric
matrixB by λmax(B).

Problem 1.2. Given an adjacency matrixA of a tree withn vertices, determine con-
ditions for the existence ofP ∈ Sn such that for allD = diag(d1, . . . , dn) with d1 6
· · · 6 dn

λmax
(
PDP t + A

)
> λmax

(
QDQt + A

) ∀Q ∈ Sn,

and characterizeP if it exists.

Note that ifP exists, then it is independent of the values ofdi . We write the max-
imum value ofλmax(PDP t + A) for P ∈ Sn as maxλmax(PDP t + A). It is some-
times convenient to change the inequality in Problem 1.2 to the equivalent form

λmax
(
D + P tAP

)
> λmax

(
D +QtAQ

) ∀Q ∈ Sn,

which entails reordering the rows and columns ofA or equivalently relabelling the
vertices ofT.

Special cases of Problem 1.2 have been studied in the literature. Motivated by
results concerning nonuniform strings [7] and the Shrödinger operator [1], atten-
tion has focussed on matrices of the formL+D, whereL is the discrete Lapla-
cian, namely,L = 2I − A, whereA is the (tridiagonal) adjacency matrix of a path
graph. Ashbaugh and Benguria [1, (7.1)] found the permutation matrixP that gives
maxλmax(PDP t + L). SincePDP t + L is similar toP(D + 2I)P t + A via a sig-
nature (diagonal orthogonal) matrix, their problem is basically the same as Problem
1.2, whereA is the adjacency matrix of a path. Specifically, they proved [1, (7.1)]
the following result where, by the symmetry of a path, there are two solutions, with
a maximumdi placed at a center vertex of the path.
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Theorem 1.3. Let A = [aij ] be the adjacency matrix of a path graph with n verti-
ces, i.e., aij = 1 if |i − j | = 1, and0 otherwise. Then for allD = diag(d1, . . . , dn)

with d1 6 · · · 6 dn, maxλmax(PDP t + A) occurs for P ∈ Sn so that PDP t =
diag(d1, d3, d5, . . . , d6, d4, d2) or diag(d2, d4, d6, . . . , d5, d3, d1).

A careful study of the proofs in [1] reveals that the authors actually solve Problem
1.1 on maximizing a quadratic form whenA is restricted to be the adjacency matrix
of a path. Specifically, we can restate [1, Lemma 2.1] as follows.

Theorem 1.4. LetA = [aij ] be the adjacency matrix of a path graph with n vertices,
i.e., aij = 1 if |i − j | = 1, and0 otherwise. Suppose P is a permutation matrix such
that

P tAP =




0 0 1

0 1 0
1

. . .

1 0
. . .

1
1

0 1 1
1 1 0




,

i.e., the(i, j) entry ofP tAP is 1 if |i − j | = 2 or i + j = 2n− 1, and0 otherwise.
Then for allx ∈ Rn+↑

x tP tAPx > x tQtAQx ∀Q ∈ Sn.

For the path graph, the problem of determining maxλmax(PDP t + A), where
D has exactly one nonzero entry that is equal to a givent > 0 was solved in
[3]. The method used in [3] relies on results in [6] where this restricted prob-
lem was considered for generalA, and was shown to be equivalent to determining
maxλmax(PDP t + A), whereD is any nonnegative real diagonal matrix with trace
D = t .

A relation between our two problems is given by the following proposition, from
which it follows that ifP is a solution to Problem 1.1, thenP is a solution to Problem
1.2. The proposition is proved for any nonnegative symmetric matrix, and thus holds
in particular for an adjacency matrixA.

Proposition 1.5. Let B be an irreducible nonnegative symmetric matrix. Suppose
P ∈ Sn is such that for allx ∈ Rn+↑

x tP tBPx > x tQtBQx ∀Q ∈ Sn.
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Then for allD = diag(d1, . . . , dn) with d1 6 · · · 6 dn

λmax
(
PDP t + B

)
> λmax

(
QtDQ+ B

) ∀Q ∈ Sn.

Proof. The matrixQtDQ + B is essentially nonnegative. Thus, for anyQ ∈ Sn,
by Perron Frobenius and Rayleigh Ritz (see, e.g., [5, Theorems 8.4.4 and 4.2.2])
there is a positive unit eigenvectorx = (x1, . . . , xn)

t such thatλmax(Q
tDQ + B) =

x t(QtDQ+ B)x. Let x̃ be obtained fromx by rearranging its entries in nondecreas-
ing order. Then

x t(QtDQ+ B
)
x 6 x tQtDQx + x̃ tP tBP x̃

6 x̃ tDx̃ + x̃ tP tBP x̃

6 λmax
(
PDP t + B

)
.

The first inequality is from the definition ofP, the second from the ordering of the
diagonal elements ofD, and the third from Rayleigh Ritz.�

In this paper, we give a complete solution for Problem 1.1, which leads (by Prop-
osition 1.5) to a corresponding solution for Problem 1.2. We do not know whether a
solution to Problem 1.2 always guarantees a solution to Problem 1.1.

Our paper is organized as follows. In Section 2, we present and prove our main
theorem using several lemmas that are of independent interest. In Section 3, we give
a characterization of the trees for which there exists a solution to Problem 1.1, and
illustrate this with three families of such trees withn vertices. These examples show
that every tree with at most five vertices has a solution to both problems, and that
for exactly one tree with six vertices there is no solution. Some related results are
given in Section 4; these include a duality statement so that our results can be used
to solve the dual problem of minimizing the smallest eigenvalue of matrices of the
form PDP t + A. Some graph theoretic terms are used in our discussion, and the
reader is referred to [2,4] for standard terminology.

2. Optimal permutation matrix

In this section, we prove the following extension of Theorem 1.4, which yields
the solution of Problem 1.1. IfA is the adjacency matrix of a given treeT, then
so isP tAP for all P ∈ Sn. Therefore, without loss of generality, we can assume
thatP = I . In the following theorem, we solve Problem 1.1 by characterizing the
adjacency matricesA such that for allx ∈ Rn

+↑
x tAx > x tQtAQx ∀Q ∈ Sn.

Theorem 2.1. Let A be the adjacency matrix of a tree T with vertices{1, . . . , n}
labelled according to the row indices of A. Then for allx ∈ Rn

+↑
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x tAx > x tQtAQx ∀Q ∈ Sn, (2)

if and only if the following conditions hold:

(I) The row sums of A, which are the degreesd1, . . . , dn of the vertices of T, satisfy
d1 6 · · · 6 dn.

(II) If A = L+ Lt, where L is in(strictly) lower triangular form, then

L =




dr+1−1︷ ︸︸ ︷
0 · · ·0

dr+2−1︷ ︸︸ ︷
0 · · ·0 · · ·

dn−1−1︷ ︸︸ ︷
0 · · ·0

dn︷ ︸︸ ︷
0 · · ·0 0

...
...

...
...

...
...

0 · · ·0 0· · ·0 · · · 0 · · ·0 0· · ·0 0

1 · · ·1 0

1 · · ·1 0 0

. . .
...

0 1 · · ·1 0

1 · · ·1 0




← 1
...
...

← r + 1
...
...
...

← n

with all zero rows preceding all nonzero rows, wherer > 2 is the number of
leaves in the tree T.

Note that in general it is possible to have more than one permutationP such that
(1) holds for allx ∈ Rn+↑. Nevertheless, by Theorem 2.1, the adjacency matrices
giving the maximum in (1) are always in the form satisfying conditions (I) and (II),
and thus are all equal.

We first prove the necessity part of Theorem 2.1. The proof depends on the follow-
ing lemma, whereA(1) denotes the submatrix ofA with row and column 1 deleted.

Lemma 2.2. Given any realn× n matrix A, suppose that for allx ∈ Rn+↑

x tAx = max
{
x tQtAQx: Q ∈ Sn

}
.

Then for ally ∈ Rn−1
+↑

y tA(1)y = max
{
y tRtA(1)Ry: R ∈ Sn−1

}
.

Proof. For anyy ∈ Rn−1
+↑ it follows that(

0
y

)
∈ Rn+↑.
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Hence, for anyR ∈ Sn−1

y tA(1)y =
(

0
y

)t

A

(
0
y

)

>
(

0
y

)t ([1] ⊕ Rt)A([1] ⊕ R)

(
0
y

)
= y tRtA(1)Ry. �

Proof of the necessity part of Theorem 2.1.Assuming that for allx ∈ Rn
+↑

x tAx > x tQtAQx ∀Q ∈ Sn,

we first prove condition (I), i.e., ifk1 < k2 are two vertices of the treeT, then
deg(k1) 6 deg(k2). For i = 1, 2, define

ui =
∣∣{u /= k1, k2; u 6 k1, u is adjacent toki

}∣∣,
vi =

∣∣{u /= k1, k2; u > k1, u is adjacent toki

}∣∣.
Then fori = 1, 2

deg(ki) =
{

ui + vi, (k1, k2) is not an edge,
ui + vi + 1, (k1, k2) is an edge.

Consider

x =
( k1︷ ︸︸ ︷

1, . . . , 1, 1+ ε, . . . , 1+ ε

)t

,

whereε > 0. Let Q ∈ Sn correspond to the transposition interchangingk1 andk2.
Then

x tAx = 2
(
xk1(u1+ (1+ ε)v1)+ xk2(u2+ (1+ ε)v2)

)+ D

and

x tQtAQx = 2
(
xk2(u1+ (1+ ε)v1)+ xk1(u2+ (1+ ε)v2)

)+ D,

whereD contains all terms not involving exactly one ofxk1 andxk2. Hence,

0 6 x tAx − x tQtAQx = 2(xk2 − xk1)
(
(u2− u1)+ (1+ ε)(v2− v1)

)
,

which implies

(u2− u1)+ (1+ ε)(v2− v1) > 0.

Letting ε→ 0 gives deg(k2)− deg(k1) > 0, thus condition (I) holds and (since ev-
ery tree has at least two leaves) vertices one and two ofT are leaves.

Next we prove condition (II) by induction onn. The statement is clear ifn = 3.
Assume that the statement is true forn− 1, and letA be n× n, wheren > 4. As
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vertex 1 is a leaf, it follows thatA(1) is the adjacency matrix of the treeT \{1}. By
Lemma 2.2, we can apply the induction assumption onA(1) to conclude thatA(1)

satisfies condition (II), and henceA(1) = L1+ Lt
1, where

L1 =




0 · · ·0 0· · ·0 · · · 0 · · ·0 0· · ·0 0
...

...
...

...
...

...

0 · · ·0 0· · ·0 · · · 0 · · ·0 0· · ·0 0
1 · · ·1 0

1 · · ·1 0 0
...

...

0 1 · · ·1 0
1 · · ·1 0




← 2
...

...

← r2
...
...
...

← n
with (r2, 2) being the position of the unique nonzero entry in the first column. Note
that the rows and columns ofA(1) are indexed by 2, 3, . . . , n.

Now

A =




0 0· · ·0 1 0· · ·0
0
...
0
1 A(1)
0
...
0



=




0 0· · ·0 1 0· · ·0
0
...
0
1 L1+ Lt

1
0
...
0




.

Hence,A can be written asL+ Lt, where

L =




0 0· · · 0 · · ·0
0
...
0
1 L1
0
...
0




with (r1, 1) being the position of the unique nonzero entry in the first column. We
claim thatr1 = r2 or r2− 1 and consequentlyA satisfies condition (II). First, let
Q ∈ Sn correspond to the transposition that interchangesr1 andr2. Then

x tAx = 2(x1xr1 + x2xr2)+ D
and

x tQtAQx = 2(x1xr2 + x2xr1)+ D,

whereD contains all terms not involving exactly one ofx1 andx2.
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Hence, lettingx = (1, . . . , n)t,

0 6 x tAx − x tQtAQx = 2(xr2 − xr1)(x2− x1) = 2(r2− r1)(2− 1),

and thusr1 6 r2. If r1 6 r2− 2, note that fromL1 we have degT \{1}(s) = 1 for
2 6 s 6 r2− 1. Therefore,

degT (r1) = degT \{1}(r1)+ 1= 2 > 1= degT \{1}(r2− 1) = degT (r2− 1),

which contradicts condition (I). As a result,r1 = r2 or r2 − 1. �

The proof of the sufficiency part of Theorem 2.1 is more intricate. In particular,
we need to replace conditions (I) and (II) by some other conditions that are more
convenient to use. First of all, it is not difficult to verify that conditions (I) and (II)
are equivalent to condition (I) and th following condition(II ′).
(II ′) If (r1, s1) and(r2, s2) are two positions of nonzero entries in A such thatr1 > s1

andr2 > s2, thenr2 > r1 implies thats2 > s1.

We are going to describe another set of conditions equivalent to conditions (I) and
(II), and the description requires the following definition.

Let [k1, k2, . . . , ks ] denote a path in a treeT connecting the verticesk1, k2, . . . , ks .
A maximalpath inT is a path that cannot be extended to a longer path. A path inT
is thus maximal if and only if the two end vertices are leaves inT. It will be shown
in Lemma 2.4 that conditions (I) and (II) are equivalent to condition (I) and the
following condition(II ′′) in terms of the maximal paths in the treeT (cf. Theorem
1.3).

(II ′′) If [k1, k2, . . . , ks] is a maximal path in T labelled according to the row indices
of the adjacency matrix A, then either

k1 < ks < k2 < ks−1 < · · · or ks < k1 < ks−1 < k2 < · · ·
Note that either of the chains of inequalities in(II ′′) holds if and only if the

submatrix of A lying in rows and columns with indicesk1, ks, k2, ks−1, . . . or
ks, k1, ks−1, k2, . . . , respectively, is in the form displayed in Theorem 1.4.

The following technical lemma is needed to prove that conditions (I) and (II) are
equivalent to conditions (I) and(II ′′).

Lemma 2.3. Let A be the adjacency matrix of a tree T with vertices{1, . . . , n}
labelled according to the row indices of A. If A satisfies condition(II), then the fol-
lowing are true:

(a) If [k1, . . . , ks] is a subpath of T, then for any1 < r < s, eitherk1 < k2 < · · · <
kr or kr > kr+1 > · · · > ks and, in particular, eitherk1 < kr or kr > ks .

(b) If i < j are vertices in T and k, l are adjacent to i, j, respectively, such that k and
l do not lie on the unique path in T connecting i and j, thenk < l.
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Proof. Note that if[k1, k2, k3] is a subpath ofT, then the(k1, k2) and(k3, k2) entries
of A are 1. Since no column ofA has two 1’s below the diagonal, then eitherk1 < k2
or k3 < k2. Now suppose[k1, . . . , ks] is a subpath ofT and 1< r < s. Applying the
previous argument to[kr−1, kr , kr+1] giveskr−1 < kr or kr+1 < kr . If kr−1 < kr ,
then consider[kr−2, kr−1, kr ], [kr−3, kr−2, kr−1], . . . , [k1, k2, k3] giving k1 < k2 <

· · · < kr ; if kr+1 < kr , then consider[kr, kr+1, kr+2], [kr+1, kr+2, kr+3], . . . , [ks−2,

ks−1, ks ] giving kr > kr+1 > · · · > ks . Hence, condition (a) is proved.
Given i, j, k, l as in condition (b), applying condition (a) to the subpath

[k, i, . . . , j, l] with kr = j givesk < i < j . If l > j , then condition (b) is proved, so
supposel < j . Then(i, k) and(j, l) are two nonzero entries ofA below the diagonal
with i < j , hencek < l, and condition (b) is proved.�

Lemma 2.4. Let A be the adjacency matrix of a tree T with vertices{1, . . . , n}
labelled according to the row indices of A. Then conditions(I) and(II) are equivalent
to conditions(I) and(II ′′).

Proof. Suppose condition (I) holds.
(II) ⇒ (II ′′): Consider a maximal path[k1, . . . , ks] in T. If k1 < ks , then

relabel the path as[v1, v3, . . . , v4, v2]; if k1 > ks , then relabel the path as[v2, v4, . . . ,

v3, v1]. We claim thatv1 < v2 < · · · < vs and thus(II ′′) follows. By construction,
v1 < v2. As v2 is a leaf butv3 is not, v2 < v3 because the row sums ofA are
nondecreasing. Letk be the largest integer such thatv1 < v2 < · · · < vk. If k = s,
then the claim is proved. Otherwise, assumek < s. Note that[vk−1, vk+1, . . . , vk]
is a subpath and hence eithervk+1 > vk or vk+1 > vk−1 by Lemma 2.3(a). In the
latter case,(vk+1, vk−1) and (vk, vk−2) are nonzero entries in the strictly lower
triangular part ofA andvk−1 > vk−2, so we havevk+1 > vk by condition (II). Hence,
v1 < · · · < vk < vk+1, contradicting the definition ofk. Thus, our claim
is proved.

(II ′′)⇒ (II): Suppose that(r1, s1) and(r2, s2) are positions of nonzero entries of
A with r2 > r1 > s1 andr2 > s2. Considering a maximal pathγ containing(r1, s1)

and(r2, s2), and the submatrix ofA corresponding toγ as in condition(II ′′), gives
s2 > s1. Thus, condition(II ′) is true. Since conditions (I) and (II) are equivalent to
conditions (I) and(II ′) as already stated, the result follows.�

To utilize condition(II ′′) in the proof of the sufficiency part of Theorem 2.1, we
need to understand the relation between a quadratic formx tAx and a givenmaximal
pathγ in T. This motivates the following partition of the matrixA according toγ and
some lemmas associated with it. Letk be a vertex inT, and letd(k, γ ) be the length
of the path joiningk to a vertex inγ . SetPj = {k: d(k, γ ) = j } for j = 0, . . . ,m,
wherem = max16k6n d(k, γ ). Then{P0, . . . ,Pm} forms a partition of the vertex
set {1, . . . , n}. Let A[Pj ;Pk] be the submatrix ofA lying in rows and columns
indexed by elements inPj andPk, respectively.
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For example, the adjacency matrixA given by


0 1 1 | 1 1 | 0

1 0 0 | 0 0 | 0

1 0 0 | 0 0 | 0

− − − − − − − −
1 0 0 | 0 0 | 0

1 0 0 | 0 0 | 1

− − − − − − − −
0 0 0 | 0 1 | 0




illustrates the partitionP0 = {1, 2, 3}, P1 = {4, 5} andP2 = {6} with respect to
γ = [2, 1, 3], and the properties (a)–(f) in the following lemma.

Lemma 2.5. For the partitionP0, . . . ,Pm defined above, the following are true:

(a) If j > 1, thenA[Pj ;Pj ] = 0.

(b) If |j − k| > 1, thenA[Pj ;Pk] = 0.

(c) For j = 0, . . . ,m− 1, every column inA[Pj ;Pj+1] has exactly one1.

(d) For j = 1, . . . ,m− 1, each row sum ofA[Pj ;Pj+1] is one less than the corre-
sponding row sum of A.

(e) The two rows inA[P0;P1] corresponding to the two leaves inγ are 0. Every
other row sum ofA[P0;P1] is two less than the corresponding row sum of A.

(f) If A has nondecreasing row sums, then so doesA[Pj ;Pj+1] for j = 0, . . . ,

m− 1.

Proof. (a) Forj > 1, no two vertices inPj are adjacent, otherwise there is a cycle
in T.

(b) If there exists a vertexv ∈ Pk adjacent to a vertexw ∈ Pj , then by the con-
struction of the partition, eitherv ∈ Pj+1 or v ∈ Pj−1.

(c) No two vertices inPj can be adjacent to the same vertex inPj+1, otherwise
a cycle exists inT; and each vertex inPj+1 is adjacent to one vertex inPj .

(d) For 16 j 6 m− 1, each vertexk in Pj is adjacent to deg(k)− 1 vertices in
Pj+1. Note that each vertex is adjacent to one vertex inPj−1.

(e) Each vertexk in P0, except the two leaves, is adjacent to deg(k)− 2 vertices
in P1. Note that each vertex, except the two leaves, is adjacent to two other vertices
in P0.

(f) Supposer ands are inPj . If the row sum ofA corresponding tor is greater
than or equal to that corresponding tos, then by property (d) ifj /= 0 or by property
(e) if j = 0, the row sum inA[Pj ;Pj+1] corresponding tor is greater than or equal
to that corresponding tos. �
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Lemma 2.6. Given positive integersp 6 q and0 6 m1 6 · · · 6 mp such thatm1+
· · · +mp = q, consider thep × q matrix

B=




m1︷ ︸︸ ︷
1 · · ·1

m2︷ ︸︸ ︷
0 · · ·0 · · ·

mp−1︷ ︸︸ ︷
0 · · ·0

mp︷ ︸︸ ︷
0 · · ·0

1 · · ·1
. . . 0

0 1 · · ·1
1 · · ·1




.

Then for anyx ∈ R
p
+↑ andy ∈ R

q
+↑

x tBy > x tP tBQy ∀P ∈ Sp and ∀Q ∈ Sq .

Proof. Write Px = (f1, . . . , fp)t andQy = (gt
1, . . . , g

t
p)t, wheregi is a vector of

lengthmi for i = 1, . . . , p. Let 16 i < j 6 p. Then

x tP tBQy = f1

( m1︷ ︸︸ ︷
11· · ·1

)
g1+ · · · + fi

( mi︷ ︸︸ ︷
11· · ·1

)
gi

+ · · · + fj

( mj︷ ︸︸ ︷
11· · ·1

)
gj + · · · + fp

( mp︷ ︸︸ ︷
11· · ·1

)
gp

is maximal only if for all i < j , fi 6 fj and the sum of the entries ofgi is not
larger than the sum of the entries ofgj . The latter is true ify ∈ R

q
+↑, hence the result

follows. �

We are now ready to present:

Proof of the sufficiency part of Theorem 2.1.SupposeA satisfies conditions (I) and
(II), or equivalently by Lemma 2.4, conditions (I) and(II ′′). Let x ∈ Rn+↑. Consider
the set

S(x) = {P̂ ∈ Sn: x tP̂ tAP̂x > x tQtAQx ∀Q ∈ Sn

}
.

If I ∈ S(x) for everyx ∈ Rn+↑, then the result holds. So suppose that there exists
x ∈ Rn

+↑ such thatI /∈ S(x). For notational simplicity, we letS = S(x). Define, for

eachP̂ ∈ S,

b(P̂ ) = min
{
t : P̂ et /= et

}
,

wheree1, . . . , en are the standard orthonormal basis vectors ofRn. Let P̃ ∈ S satisfy
b(P̃ ) > b(P̂ ) for all P̂ ∈ S. We will show that there existsR ∈ S with b = b(P̃ ) <

b(R), which gives the desired contradiction, and thusI ∈ S for all x ∈ Rn+↑.
Choose a maximal pathγ in T containingb andc, whereP̃ eb = ec. Note that

b < c. With γ , construct the partitionP0, . . . ,Pm as above Lemma 2.5. If(v1, w1)
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and (v2, w2) are two nonzero entries ofA[Pj ;Pj+1] with v1 < v2, then by the
construction of the partition and the fact thatA satisfies condition (II), Lemma 2.3(b)
implies thatw1 < w2. Using Lemma 2.5(c), it follows thatA[Pj ;Pj+1] is in row
echelon form. By condition (I) and Lemma 2.5(f),A[Pj ;Pj+1] is in row echelon
form with nondecreasing row sums.

Given y ∈ Rn, let yPj
be the vector obtained fromy by retaining in order the

entries corresponding to the indices inPj . We define a vectorz as follows. For
j = 0, . . . ,m, let Qj be a permutation matrix such that

Qj

(
P̃ x
)
Pj
= zPj

is in nondecreasing order. LetR ∈ Sn be such thatRx = z = (z1, . . . , zn)
t.

To proveR ∈ S, i.e.,x tRtARx = x tP̃ tAP̃x, note that by Lemma 2.5(a) and (b),

x tRtARx = ztAz = zt
P0

A[P0;P0]zP0 + 2
m−1∑
j=0

zt
Pj

A[Pj ;Pj+1]zPj+1.

Sinceγ is a maximal path, by(II ′′) and Theorem 1.4,

zt
P0

A[P0;P0]zP0 >
(
P̃ x
)t
P0

A[P0;P0]
(
P̃ x
)
P0

.

Also sinceA[Pj ;Pj+1] is in row echelon form with nondecreasing row sums, by
Lemma 2.6,

zt
Pj

A[Pj ;Pj+1]zPj+1 >
(
P̃ x
)t
Pj

A[Pj ;Pj+1]
(
P̃ x
)
Pj+1

.

It follows that

x tRtARx >
(
P̃ x
)t
P0

A[P0;P0]
(
P̃ x
)
P0

+ 2
m−1∑
j=0

(
P̃ x
)t
Pj

A[Pj ;Pj+1]
(
P̃ x
)
Pj+1

= x tP̃ tAP̃x.

SinceP̃ ∈ S, we havex tRtARx = x tP̃ tAP̃x.

To proveb(R) > b = b(P̃ ), write P̃ x = (y1, . . . , yn)
t. By the definition ofb,

y1 6 y2 6 · · · 6 yb−1 6 yc 6 yj wheneverj > b

‖ ‖ ‖ ‖
x1 6 x2 6 · · · 6 xb−1 6 xb

.

Supposes < b, s ∈ Pj for some 06 j 6 m, andPj has indicess1 < · · · < su with
su = s. Then forsk > su = s

ys1 6 · · · 6 ysu 6 ysk .

So the choice ofzPj
implieszsl = ysl = xsl for sl 6 su = s < b. It follows that we

may takeRes = es for s < b. If s = b, then sinceb andc are inP0, a similar argu-
ment gives
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ys1 6 · · · 6 ysu−1 6 yc 6 ysk

for sk > su = b. Our choice ofzP0 implies thatzb = zsu = yc = xb. It follows that
we may takeReb = eb and thusb(R) > b contradicting the maximality ofb(P̃ ). �

3. Optimal labelling of trees

An adjacency matrixA of a treeT is said to be anoptimaladjacency matrix if it
satisfies conditions (I) and (II). IfA is an optimal adjacency matrix, then the treeT
labelled according to the row indices ofA is said to have anoptimal labelling. The
following result characterizes those treesT that have an optimal labelling.

Theorem 3.1. A tree T has an optimal labelling if and only if it is isomorphic to a
rooted tree depicted with the root at the top level and leaves at the bottom level such
that there are no crossing edges and the following properties are satisfied:

(P1) In each level, the degrees of vertices are nonincreasing from left to right.

(P2) Each vertex in a higher level has degree greater than or equal to that of each
vertex in a lower level.

Proof. (⇒): SupposeT has vertex set{1, . . . , n} labelled according to the row in-
dices of an optimal adjacency matrixA. Let vertexn, a vertex with maximal degree,
be the root vertex and put it in the top level. Once a certain level of vertices has been
determined, arrange the vertices in the next level as follows. For each vertex in the
current level starting from the left end, collect the vertices that are adjacent to it and
arrange them in the next level so that their indices are nonincreasing from left to
right. We claim that the resulting tree satisfies properties (P1) and (P2). To this end,
we first prove the following result.

(P3) Any vertexv < n is either on the right ofv + 1 or in a level lower thanv + 1.

It is true forv = n− 1. Suppose it is true for any vertexu > v + 1. By condition
(II) if v + 1 is adjacent tor > v + 1, then either (i)v is adjacent tor or (ii) v is
adjacent tor − 1. If (i) holds or (ii) holds withr − 1 on the right ofr, thenv is on
the right ofv + 1 by our construction. If (ii) holds andr − 1 is in a level lower than
r, thenv is in a level lower thanv + 1. Thus (P3) holds.

Now for any verticesu1 andu2 with deg(u1) > deg(u2), by condition (I)u1 > u2
and, by consideringu2, u2+ 1, . . . , u1− 1, u1 and (P3),u2 is on the right or is in a
level lower thanu1. Thus, (P1) and (P2) are true, and the claim is proved.

(⇐): Given a rooted tree withn vertices and (P1) and (P2), label the root vertex as
n. Label then1 vertices in the second level, then2 vertices in the third level, and so
on, from left to right, by{n− 1, . . . , n− n1}, {n− n1 − 1, . . . , n− n2}, and so on.
Let A be the corresponding adjacency matrix. The row sums ofA are nondecreasing
by (P1) and (P2). To prove condition (II), suppose(r1, s1) and(r2, s2) are nonzero
entries inA such thatr1 > s1 andr2 > s2. Assume thatr2 > r1. In the labelled tree,
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either vertexr2 is to the left of vertexr1 (in the same level), and thuss2 > s1 as
there are no crossing edges; or vertexr2 is in a level above vertexr1, and again
s2 > s1. �

Note that (P1) and (P2) together imply that the root is a vertex with maximal
degree, and only the vertices in the lowest (bottom) two levels can be leaves. More-
over, an optimal labelling is a monotone ordering and a minimum degree ordering
(see [4]). Let deg(v) denote the degree of vertexv in T. The following corollary
follows from properties (I) and(II ′′) of an optimal adjacency matrix.

Corollary 3.2. Suppose T has an optimal labelling. Then the following are true:

(a) In any path in T, there cannot be a vertex with lower degree lying between two
vertices with higher degree.

(b) For every maximal path[k1, k2, . . . , ks ] in T,

1= deg(k1) = deg(ks) 6 deg(k2) 6 deg(ks−1) 6 · · ·
or

1= deg(ks) = deg(k1) 6 deg(ks−1) 6 deg(k2) 6 · · · .
(c) If there exists a unique vertexv with maximal degree, then it is a center of every

maximal path passing through it.

We now use Theorem 3.1 to give optimal labellings for some families of trees.

Example 3.3. Let T be a path withn vertices. An optimal labelling is given by
taking a center vertex as the root with labeln; its neighbors in the next level with
labelsn− 1, n− 2; their other neighbors in the next level with labelsn− 3, n− 4,
respectively; and so on. Ifn is odd, then both leaves are in the same bottom level; if
n is even, then the lowest leaf with label 1 is one level lower than the leaf with label
2.

Example 3.4. Let T be a star withn vertices. Then an optimal labelling is given by
taking the center vertex as the root with labeln, and giving labels 1, . . . , n− 1 to its
neighbors (leaves) in any order.

Example 3.5. Let T (n;p, q, r) denote a tree withn > 5 vertices obtained from a
star onq + r + 1 vertices by insertingp > 1 additional vertices on each ofq > 1
edges andp − 1 additional vertices on each of the remainingr > 0 edges. Thus,
n = rp + 1+ q(1+ p), andT hasq leaves in the bottom level withr leaves in one
level higher. Then an optimal labelling forT (n;p, q, r) is given by taking the cen-
ter vertex of the star as the root with labeln, giving labelsn− 1, . . . , n− q to its
neighbors on the edges withp vertices inserted, labelsn− q − 1, . . . , n− q − r to
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Fig. 2. Fig. 3.

its neighbors on the edges withp − 1 vertices inserted, and continuing to label their
neighbors in the same order. Ifr > 1, the leaves are in the two lowest levels.

Examples 3.3–3.5 can be used to give an optimal labelling for all trees with at
most five vertices, and for four of the six trees with six vertices. For a list of trees
with at most 10 vertices see [2, Appendix, Table 2]. The only tree with three vertices
is a path; there are two trees with four vertices, a path and a star; there are three
trees with five vertices, a path, a star andT (5; 1, 1, 2). Five of the six trees with six
vertices have an optimal labelling: a path, a star,T (6; 1, 1, 4), T (6; 1, 2, 1), and the
tree (not covered by the examples) given in Fig. 1.

Thus by Theorem 2.1, Problem 1.1 (and hence Problem 1.2) has a solution, and all
labellings are characterized for each of the above trees so that the adjacency matrices
satisfy conditions (I) and (II). The one tree with six vertices that does not have an
optimal labelling is listed as 2.11 in [2, Appendix, Table 2]; we will return to this in
Section 4 (see Figs. 2 and 3). Seven of the 11 trees with seven vertices (five of which
are covered by the above examples) have an optimal labelling, and hence have a
solution to Problems 1.1 and 1.2. The remaining four trees with seven vertices that
have no optimal labelling are listed as 2.17, 2.19, 2.21 and 2.22 in [2, Appendix,
Table 2].
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4. Related results

Even if Problem 1.1 does not have a solution, but we know that
max{x tQtAQx: Q ∈ Sn} can only occur forQ ∈ {P1, . . . , Pk}, then we have a
corresponding result for Problem 1.2. Herek is usually small compared withn!.
The proof of the following proposition parallels that of Proposition 1.5.

Proposition 4.1. Let A be an adjacency matrix of a tree T with n vertices. Suppose
permutation matricesP1, . . . , Pk ∈ Sn are such that for allx ∈ Rn+↑

max
16j6k

x tP t
jAPjx > x tQtAQ ∀Q ∈ Sn.

Then for allD = diag(d1, . . . , dn) with d1 6 · · · 6 dn

max
16j6k

λmax
(
D + P t

jAPj

)
> max

16j6k
λmax

(
D +QtAQ

) ∀Q ∈ Sn.

As discussed at the end of Section 3, there is one tree with six vertices that does
not have an optimal labelling (see [2, Appendix, Table 2, 2.11]). Problem 1.2 (and
hence Problem 1.1) has no solution for this tree. Using Proposition 4.1, we can,
however, narrow our search to two permutationsP1, P2 to give max16j62 λmax(D +
P t

jAPj ). In fact, if D = diag(0, 0, 0, 0, 0, 1), then maxλmax(D + P tAP) occurs
for A labelled according to the tree in Fig. 2. IfD = diag(0, 0, 0, 1, 1, 1, ), then
maxλmax(D + P tAP) occurs forA labelled according to Fig. 3. Note that these are
not optimal labellings since property (P2) is not satisfied.

Problems corresponding to 1.1 and 1.2 can also be considered for symmetric non-
negative matrices or for adjacency matrices of general graphs. For example, we give
the solution to Problem 1.1 (and thus to Problem 1.2) for a class of matrices asso-
ciated with the star graph (cf. [3, Theorem 4]), and for graphs on four vertices that
contain a cycle.

Theorem 4.2. Let

B =
(

0n−1 u

ut 0

)
,

whereu = (u1, . . . , un−1)
t with 0 6 u1 6 · · · 6 un−1. Then for allx ∈ Rn

+↑
x tBx > x tQtBQx ∀Q ∈ Sn.

Consequently, for all D = diag(d1, . . . , dn) with d1 6 · · · 6 dn

λmax(D + B) > λmax
(
QDQt + B

) ∀Q ∈ Sn.

Proof. For any nonnegativex = (x1, . . . , xn)
t, x tQtBQx = 2(

∑n−1
j=1 ujxnxj ). This

expression is maximized (among all permutations of the entries ofx) whenx1 6
· · · 6 xn. This gives the first assertion, and the second assertion follows easily from
Proposition 1.5. �
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Example 4.3. There are six graphs with four vertices: two trees; two graphs (the 4-
cycle and the complete graph) for which allP ∈ S4 solve Problems 1.1 and 1.2 due
to symmetry; and two others (a 4-cycle with a chord and a kite graph, see 1.5 and 1.6,
respectively, in [2, Appendix, Table 1]). For either of these latter two graphs, max-
imization of the quadratic form in Problem 1.1 gives an optimal labelling when the
adjacency matrix has nondecreasing row sums. Thus, the problems corresponding to
1.1 and 1.2 have a solution for all graphs with four vertices.

We conclude by noting that the minimum of the smallest eigenvalue of matrices
of the formPDP t + A can be obtained from the following duality result. This dual
problem for a path is the main focus of the work in [1,7].

Proposition 4.4. Let A be an adjacency matrix of a tree with n vertices. If for all
D = diag(d1, . . . , dn) with d1 6 · · · 6 dn

λmax
(
PDP t + A

)
> λmax

(
QDQt + A

) ∀Q ∈ Sn,

then for allD = diag(d1, . . . , dn) with d1 > · · · > dn

λmin
(
PDP t + A

)
6 λmin

(
QDQt + A

) ∀Q ∈ Sn.

Proof. Since PDP t + A is signature similar toPDP t − A, it follows that
λmax(PDP t + A) = −λmin(P (−D)P t + A), which gives the result. �
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