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#### Abstract

Let $\mathcal{B}(X)$ be the algebra of all bounded linear operators on the Banach space $X$, and let $\mathcal{N}(X)$ be the set of nilpotent operators in $\mathcal{B}(X)$. Suppose $\phi: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ is a surjective map such that $A, B \in \mathcal{B}(X)$ satisfy $A B \in \mathcal{N}(X)$ if and only if $\phi(A) \phi(B) \in \mathcal{N}(X)$. If $X$ is infinite dimensional, then there exists a map $f: \mathcal{B}(X) \rightarrow \mathbb{C} \backslash\{0\}$ such that one of the following holds: (a) There is a bijective bounded linear or conjugate-linear operator $S: X \rightarrow X$ such that $\phi$ has the form $A \mapsto S[f(A) A] S^{-1}$. (b) The space $X$ is reflexive, and there exists a bijective bounded linear or conjugate-linear operator $S: X^{\prime} \rightarrow X$ such that $\phi$ has the form $A \mapsto S\left[f(A) A^{\prime}\right] S^{-1}$.

If $X$ has dimension $n$ with $3 \leq n<\infty$, and $\mathcal{B}(X)$ is identified with the algebra $M_{n}$ of $n \times n$ complex matrices, then there exist a map $f: M_{n} \rightarrow \mathbb{C} \backslash\{0\}$, a field automorphism $\xi: \mathbb{C} \rightarrow \mathbb{C}$, and an invertible $S \in M_{n}$ such that $\phi$ has one of the following forms: $$
A=\left[a_{i j}\right] \mapsto f(A) S\left[\xi\left(a_{i j}\right)\right] S^{-1} \quad \text { or } \quad A=\left[a_{i j}\right] \mapsto f(A) S\left[\xi\left(a_{i j}\right)\right]^{t} S^{-1}
$$ where $A^{t}$ denotes the transpose of $A$. The results are extended to the product of more than two operators and to other types of products on $\mathcal{B}(X)$ including the Jordan triple product $A * B=A B A$. Furthermore, the results in the finite dimensional case are used to characterize surjective maps on matrices preserving the spectral radius of products of matrices.
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## 1 Introduction

Let $\mathcal{B}(X)$ be the algebra of all bounded linear operators on the Banach space $X$, and let $\mathcal{N}(X)$ be the subset of all nilpotent operators. We are interested in determining the structure of surjective maps $\phi: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ having the property that for every pair $A, B \in \mathcal{B}(X)$,

$$
A B \in \mathcal{N}(X) \Longleftrightarrow \phi(A) \phi(B) \in \mathcal{N}(X)
$$

There has been considerable interest in studying maps on operators or matrices mapping the set of nilpotents into or onto itself, and maps on operators or matrices preserving the spectral radius or the spectrum of operators or matrices. We call such maps nilpotent preservers, spectral radius preservers, and spectrum preservers, respectively. The structure of linear nilpotent preservers was described in [2] and [13]. In the finite dimensional case the assumption of preserving nilpotents can be reformulated as the assumption of preserving matrices with the zero spectral radius. So, from the structural result for linear nilpotent preservers we get immediately the general form of linear spectral radius preservers on matrix algebras. In the infinite dimensional case the situation is more complicated because of many quasinilpotents that are not nilpotents (see [3]).

If $X$ has dimension $n$ with $n<\infty$, then $\mathcal{B}(X)$ is identified with the algebra $M_{n}$ of $n \times n$ complex matrices, and $\mathcal{N}(X)$ becomes the set $N_{n}$ of nilpotent matrices in $M_{n}$. In [7] (see also [8]), multiplicative maps on matrices leaving invariant various functions and subsets of matrices were characterized. In particular, it was shown that a nonzero multiplicative map on $M_{n}$ mapping the set of nilpotent matrices into itself has the form $A \mapsto S A_{\xi} S^{-1}$ for some invertible matrix $S$ and some field endomorphism $\xi$ of $\mathbb{C}$. Here, $A_{\xi}$ denotes the matrix obtained from $A$ by applying $\xi$ entrywise.

Clearly, maps on matrices preserving nilpotent matrices or the spectral radius can be quite arbitrary on individual matrices. Hence, if one does not impose any algebraic condition like linearity, additivity, or multiplicativity on preservers of nilpotents or spectral radius, one needs to include some related conditions connecting different matrices in order to get a reasonable structural result. In [1], surjective maps $\phi$ on the algebra of all $n \times n$ complex matrices preserving the spectral radius of a difference of matrices were characterized.

Motivated by problems concerning local automorphisms Molnár [11, 12] studied maps preserving the spectrum of operator or matrix products (for related results see [5, 6]). If the spectrum of matrix products is preserved, then in particular, the nilpotency of matrix products is preserved.

In this paper, we determine the structure of surjective maps $\phi: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ preserving the nilpotency of operator products. Specifically, our results describe the structure of surjective maps $\phi: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ such that for any $A_{1}, \ldots, A_{k} \in \mathcal{B}(X)$

$$
A_{1} * \cdots * A_{k} \in \mathcal{N}(X) \quad \Longleftrightarrow \quad \phi\left(A_{1}\right) * \cdots * \phi\left(A_{k}\right) \in \mathcal{N}(X)
$$

for various types of products including the usual product $A_{1} * \cdots * A_{k}=A_{1} \cdots A_{k}$ and the Jordan triple product $A_{1} * A_{2}=A_{1} A_{2} A_{1}$.

In Section 2, we present the results for the usual product and the Jordan triple product of two operators. Extension of the results to other types of products are presented in Section 3.

We conclude this section by fixing some notation. For every nonzero $x \in X$ and $f \in X^{\prime}$ the symbol $x \otimes f$ stands for the rank one bounded linear operator on $X$ defined by $(x \otimes f) y=f(y) x$,
$y \in X$. Note that every rank one element of $\mathcal{B}(X)$ can be written in this way. The rank one operator $x \otimes f$ is nilpotent if and only if $f(x)=0$. It is an idempotent if and only if $f(x)=1$. Let $x \otimes f$ and $y \otimes g$ be two rank one operators. We will write $x \otimes f \sim y \otimes g$ if $x$ and $y$ are linearly dependent or $f$ and $g$ are linearly dependent.

Let $U$ be any vector space. Denote by $[u]$ the subspace (of dimension 0 or 1 ) spanned by $u \in U$, and denote by $\mathbb{P} U$ the projective space over $U$, i.e.,

$$
\mathbb{P} U=\{[u]: u \in U \backslash\{0\}\}
$$

Let $\mathbb{C}^{*}$ be the set of all nonzero complex numbers. For $A=\left[a_{i j}\right] \in M_{n}$, let $A^{t}$ be the transpose of $A$. Also let $\bar{A}=\left[\overline{a_{i j}}\right]$ and $A^{*}=\bar{A}^{t}$. The spectral radius of $A$ will be denoted by $\rho(A)$.

## 2 The usual product and the Jordan triple product of two operators

In this section, we always assume that $A * B=A B$ or $A * B=A B A$. Let us first present the main theorems.

Theorem 2.1 Let $X$ be an infinite dimensional Banach space. Then a surjective map $\phi: \mathcal{B}(X) \rightarrow$ $\mathcal{B}(X)$ satisfies

$$
\begin{equation*}
A * B \in \mathcal{N}(X) \Longleftrightarrow \phi(A) * \phi(B) \in \mathcal{N}(X), \quad A, B \in \mathcal{B}(X) \tag{1}
\end{equation*}
$$

if and only if
(a) there is a bijective bounded linear or conjugate-linear operator $S: X \rightarrow X$ such that $\phi$ has the form $A \mapsto S[f(A) A] S^{-1}$, or
(b) the space $X$ is reflexive, and there exists a bijective bounded linear or conjugate-linear operator $S: X^{\prime} \rightarrow X$ such that $\phi$ has the form $A \mapsto S\left[f(A) A^{\prime}\right] S^{-1}$,
where $f: \mathcal{B}(X) \rightarrow \mathbb{C}^{*}$ is a map such that for every nonzero $A \in \mathcal{B}(X)$ the map $\lambda \mapsto \lambda f(\lambda A)$ is surjective on $\mathbb{C}$.

Next, we state our main result for the finite dimensional case. Note that the identity function and the complex conjugation $\lambda \mapsto \bar{\lambda}$ are continuous automorphisms of the complex field. It is known that there exist non-continuous automorphisms of the complex field [9]. If $\xi: \mathbb{C} \rightarrow \mathbb{C}$ is an automorphism of the complex field and $A \in M_{n}$ then we denote by $A_{\xi}$ the matrix obtained from $A$ by applying $\xi$ entrywise, $A_{\xi}=\left[a_{i j}\right]_{\xi}=\left[\xi\left(a_{i j}\right)\right]$.

Theorem 2.2 Let $n \geq 3$. Then a surjective $\operatorname{map} \phi: M_{n} \rightarrow M_{n}$ satisfies

$$
A * B \in N_{n} \Longleftrightarrow \phi(A) * \phi(B) \in N_{n}, \quad A, B \in M_{n}
$$

if and only if $\phi$ has the form

$$
\text { (a) } A \mapsto f(A) S A_{\xi} S^{-1} \quad \text { or } \quad \text { (b) } A \mapsto f(A) S A_{\xi}^{t} S^{-1}
$$

where $\xi: \mathbb{C} \rightarrow \mathbb{C}$ is a field automorphism, $S \in M_{n}$ is an invertible matrix, and $f: M_{n} \rightarrow \mathbb{C}^{*}$ is a map such that for every nonzero $A \in M_{n}$ the $\operatorname{map} \lambda \mapsto \xi(\lambda) f(\lambda A)$ is surjective on $\mathbb{C}$.

Using Theorem 2.2 we can characterize maps preserving the spectral radius of $A * B$ on $M_{n}$.
Corollary 2.3 Let $n \geq 3$. A surjective map $\phi: M_{n} \rightarrow M_{n}$ satisfies

$$
\rho(A * B)=\rho(\phi(A) * \phi(B)), \quad A, B \in M_{n},
$$

if and only if $\phi$ has one of the following forms:
(a) $A \mapsto f(A) S A S^{-1}$,
(b) $A \mapsto \overline{f(A)} S \bar{A} S^{-1}$,
(c) $A \mapsto f(A) S A^{t} S^{-1}$,
(d) $A \mapsto \overline{f(A)} S A^{*} S^{-1}$,
where $S \in M_{n}$ is an invertible matrix, and $f: M_{n} \rightarrow\{z \in \mathbb{C}:|z|=1\}$ is a map such that for any nonzero $A \in M_{n}$ the map $\lambda \mapsto \lambda f(\lambda A)$ is surjective on $\mathbb{C}$.

We establish some preliminary results in the next subsection, and give the proofs of the above theorems and corollary in another subsection.

### 2.1 Preliminary results

Let $X$ have dimension at least three. Consider a surjective map $\phi: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ such that for every pair $A, B \in \mathcal{B}(X)$ the product $A B$ is nilpotent if and only if $\phi(A) \phi(B)$ is nilpotent. Obviously, $A \in \mathcal{B}(X)$ is nilpotent if and only if $A^{2}$ is. Thus, $\phi(\mathcal{N}(X))=\mathcal{N}(X)$. Next, observe that $\phi(0)=0$ and $\phi(A) \neq 0$ for every nonzero $A \in \mathcal{B}(X)$. This follows from the simple fact that for every $A \in \mathcal{B}(X)$ the following two statements are equivalent:

- $A=0$,
- $A T$ is nilpotent for every $T \in \mathcal{B}(X)$.

Further, we have $\phi(\lambda I) \in \mathbb{C}^{*} I$ for every $\lambda \in \mathbb{C}^{*}$. Moreover, if $\phi(A)=\mu I$ for some $\mu \in \mathbb{C}^{*}$, then $A$ is a nonzero scalar operator, i.e., $A=\delta I$ for some $\delta \in \mathbb{C}^{*}$. This is a consequence of the observation that for every nonzero $A \in \mathcal{B}(X)$ the following two statements are equivalent:

- $A$ is a scalar operator,
- $A N$ is nilpotent for every $N \in \mathcal{N}(X)$.

Let $A, B \in \mathcal{B}(X)$ be any nonzero operators. We will show that $A$ and $B$ are linearly dependent if and only if $\phi(A)$ and $\phi(B)$ are linearly dependent. To check this we have to show that for every pair of nonzero operators $A, B \in \mathcal{B}(X)$ the following two statements are equivalent:

- $A$ and $B$ are linearly dependent,
- for every $T \in \mathcal{B}(X)$ the operator $A T$ is nilpotent if and only if $B T$ is nilpotent.

We will show even more. Namely, these two statements are equivalent to

- for every $T \in \mathcal{B}(X)$ the operator $A T$ is nilpotent whenever $B T$ is nilpotent.

Clearly, the first condition implies the second one, and the second one implies the third one. So, assume that for every $T \in \mathcal{B}(X)$ we have $B T \in \mathcal{N}(X) \Rightarrow A T \in \mathcal{N}(X)$. Set $T=x \otimes f$ to observe that for every pair $x \in X, f \in X^{\prime}$, we have $f(B x)=0 \Rightarrow f(A x)=0$. It follows that for every $x \in X$ the vector $A x$ belongs to the linear span of $B x$. By [4, Theorem 2.3], either $A$ and $B$ are linearly dependent, or they are both of rank one with the same image. In the first case we are done, while in the second case we have $A=u \otimes g$ and $B=u \otimes k$ for some nonzero $u \in X$ and some nonzero $g, k \in X^{\prime}$. We must prove that $g$ and $k$ are linearly dependent. Assume the contrary. Then we can find $x \in X$ such that $g(x)=1$ and $k(x)=0$. Choose $f \in X^{\prime}$ with $f(u)=1$. Then $f(B x)=0$ and $f(A x)=1$, a contradiction.

Hence, $\phi$ induces a bijective map $\Phi: \mathbb{P} \mathcal{B}(X) \rightarrow \mathbb{P} \mathcal{B}(X)$ defined by

$$
\Phi([A])=[\phi(A)], \quad A \in \mathcal{B}(X) \backslash\{0\} .
$$

Let $A$ and $B$ be again nonzero operators in $\mathcal{B}(X)$. We will now consider the following condition

$$
\begin{equation*}
\text { for every } N \in \mathcal{N}(X) \text { we have } A N \in \mathcal{N}(X) \Rightarrow B N \in \mathcal{N}(X) \tag{2}
\end{equation*}
$$

In studying this condition we will need the following lemma.
Lemma 2.4 Let $T, S \in \mathcal{B}(X)$. Assume that for every $x \in X$ the vector $T x$ belongs to the linear span of $x$ and $S x$. Then $T=\lambda I+\mu S$ for some $\lambda, \mu \in \mathbb{C}$.

Proof. Assume first that the operators $T, S$, and $I$ are linearly dependent. Then $\alpha T+\beta S+\gamma I=$ 0 for some scalars $\alpha, \beta$, and $\gamma$ that are not all zero. If $\alpha \neq 0$, then $T$ is a linear combination of $S$ and $I$, as desired. In the case when $\alpha=0$, we have $\beta \neq 0$. Thus, $S$ is a scalar operator. This further yields that $T x$ belongs to the linear span of $x$ for every $x \in X$. It follows that $T=\lambda I$ for some $\lambda \in \mathbb{C}$ and we are done.

In order to complete the proof we have to show that the assumption that $T, S$, and $I$ are linearly independent leads to a contradiction. Assume that they are linearly independent. Because $\operatorname{dim} X \geq 3$, the identity has rank at least 3 . With this observation and the assumptions on $T, S, I$, we can apply [10, Theorem 2.4] to conclude that there exist $\alpha, \beta, \gamma \in \mathbb{C}$ such that

$$
\alpha T+\beta S+\gamma I=R=x \otimes f
$$

for some rank one operator $R \in \mathcal{B}(X)$.
First, consider the case when $\alpha \neq 0$. Then $T$ is a linear combination of $S, I$, and $x \otimes f$. It follows that $(x \otimes f) z=f(z) x$ belongs to the linear span of $z$ and $S z$ for every $z \in X$. We will show that for every $u \in X$ the vectors $u, S u, x$ are linearly dependent. Assume the contrary. Then we can find $u \in X$ such that $u, S u, x$ are linearly independent. If $f(u) \neq 0$, then $f(u) x$ does not belong to the linear span of $u$ and $S u$, a contradiction. Hence, $f(u)=0$. Choose $v \in X$ with $f(v) \neq 0$. Applying [4, Lemma 2.1] we can find a nonzero $\mu \in \mathbb{C}$ such that $S(u+\mu v), u+\mu v, x$ are linearly independent. But now $f(u+\mu v) \neq 0$ and we arrive at a contradiction in the same way as above.

Hence, the vectors $u, S u, x$ are linearly dependent for every $u \in X$. Denote by $Q$ the canonical quotient map of $X$ onto $X /[x]$. The operators $Q=Q I$ and $Q S$ are locally linearly dependent, that is, $Q w$ and $Q S w$ are linearly dependent for every $w \in X$. By [4, Theorem 2.3], $Q$ and $Q S$ are linearly dependent. This yields that $S=\delta I+x \otimes g$ for some complex $\delta$ and some functional $g \in X^{\prime}$. If $g=0$, then $S$ is a scalar operator. This contradicts our assumption that $T, S$, and $I$ are linearly independent. So, we are done in this special case. Thus, we will assume from now on that $g \neq 0$.

It follows that $f(z) x$ belongs to the linear span of $z$ and $g(z) x$ for every $z \in X$. We will complete the proof of our first case by showing that $g$ and $f$ are linearly dependent. Indeed, assume for a moment that we have already proved that $R=x \otimes f=\tau x \otimes g$ for some complex $\tau$. Then $R$ is a linear combination of $S$ and $I$, which further yields that $T$ is a linear combination of $S$ and $I$, contradicting our assumption that $T, S$, and $I$ are linearly independent.

Assume on the contrary that $f$ and $g$ are linearly independent. Then we can find $v \in X$ linearly independent of $x$ such that $f(v) \neq 0$ and $g(v)=0$. We know that $f(v) x$ belongs to the linear span of $v$ and $g(v) x=0$. This contradiction completes the proof of our first case.

It remains to consider the case when $\alpha=0$. Then clearly, $\beta \neq 0$, and therefore, $S$ is a linear combination of $R$ and $I$. If $S$ is a scalar operator, we are done. If not, then after replacing $S$ by $\eta S-\nu I$ for appropriate complex numbers $\eta, \nu$, we may, and we will assume that $S=R=x \otimes f$. Hence, $T z$ belongs to the linear span of $z$ and $f(z) x$ for every $z \in X$. In particular, $T z$ belongs to the linear span of $z$ for every $z$ from the kernel of $f$. This yields that the restriction of $T$ to the kernel of $f$ is a scalar operator. From here we conclude that $T=\eta I+v \otimes f$ for some $\eta \in \mathbb{C}$ and some nonzero $v \in X$. Hence, our assumption now reads as follows: for every $z \in X$ the vector $f(z) v$ belongs to the linear span of $z$ and $f(z) x$. It follows that $v$ and $x$ are linearly dependent. But then $T=\eta I+\kappa x \otimes f$ is a linear combination of $I$ and $S$. This contradiction completes the proof.

We are now ready to deal with condition (2). Assume that $A$ and $B$ are nonzero operators such that for every $N \in \mathcal{N}(X)$ we have $A N \in \mathcal{N}(X) \Rightarrow B N \in \mathcal{N}(X)$. Take any $x \in X$ and $f \in X^{\prime}$ with $f(x)=0$. Set $N=x \otimes f$. Then the above condition reads as follows. For every pair $x \in X$ and $f \in X^{\prime}$ we have

$$
\begin{equation*}
f(x)=0 \text { and } f(A x)=0 \Rightarrow f(B x)=0 \tag{3}
\end{equation*}
$$

Assume that there exists $x \in X$ such that $B x$ does not belong to the linear span of $x$ and $A x$. Then we can find $f \in X^{\prime}$ such that $f(x)=f(A x)=0$ and $f(B x) \neq 0$, contradicting (3). Hence, by Lemma 2.4, condition (2) implies that $B=\lambda I+\mu A$ for some $\lambda, \mu \in \mathbb{C}$.

Denote by $\mathcal{F}_{1}(X)$ the set of all rank one bounded linear operators on $X$. We have the following lemma.

Lemma 2.5 Let $N \in \mathcal{N}(X)$ and $T \in \mathcal{F}_{1}(X)$. Assume that $N+T \in \mathcal{N}(X)$. Then $T^{2}=0$.
Proof. Let $m$ be a positive integer such that $N^{m}=0$. We can write $X$ as a direct sum of closed subspaces

$$
X=\operatorname{span}\{x, y\} \oplus Y
$$

such that the restriction of $T$ to $Y$ is zero operator and the image of $T$ is contained in span $\{x, y\}$. It is enough to show that the restriction of $T$ to the subspace $\operatorname{span}\{x, y\}$ is a square-zero operator. The linear span of vectors $x, N x, \ldots, N^{m-1} x, y, N y, \ldots, N^{m-1} y$ is invariant under both $T$ and $N$. The restrictions of these two operators to this finite dimensional space can be identified with matrices. So, we can calculate their traces. As both $N$ and $N+T$ are nilpotents, the traces of their restrictions must be zero. By linearity, the trace of the restriction of $T$ is zero. We complete the proof by recalling the fact that every rank one trace-zero matrix is a square-zero matrix.

Corollary 2.6 Assume that $B \in \mathcal{B}(X)$ is of the form scalar plus rank one, that is, $B \in \mathbb{C} I+\mathcal{F}_{1}(X)$. Then there exists $A \in \mathbb{C} I+\mathcal{F}_{1}(X)$ linearly independent of $B$ such that for every $N \in \mathcal{N}(X)$ we have $A N \in \mathcal{N}(X) \Rightarrow B N \in \mathcal{N}(X)$.

Proof. Let $B=R+\lambda I$ for some $\lambda \in \mathbb{C}$ and some $R \in \mathcal{F}_{1}(X)$. Set $A=R+\mu I$, where $\mu$ is a nonzero complex number chosen in such a way that $A$ and $B$ are linearly independent. Choose further any nilpotent operator $N$ such that $A N=\mu N+R N$ is nilpotent. Applying Lemma 2.5 we get that $R N$ is nilpotent of rank at most one. If $R N \neq 0$, then by [13, Proposition 2.1], the operator $N+\alpha R N$ is nilpotent for every nonzero $\alpha \in \mathbb{C}$. Clearly, we have $N+\alpha R N \in \mathcal{N}(X)$, $\alpha \in \mathbb{C}$, also in the case when $R N=0$. We have to show that $B N=R N+\lambda N$ is nilpotent. This is certainly true when $\lambda=0$. If $\lambda$ is nonzero, then we observe that $B N$ is nilpotent if and only if $N+\frac{1}{\lambda} R N$ is. And this is indeed the case by what we have already proved.

Lemma 2.7 Let $A \in \mathcal{B}(X), A \notin \mathbb{C} I$. Then the following are equivalent:

- $A \notin \mathbb{C} I+\mathcal{F}_{1}(X)$,
- there exists an idempotent $P \in \mathcal{B}(X)$ of rank 3 such that $P A P$ is not of the form $\lambda P+R$, where $\lambda \in \mathbb{C}$ and $R \in \mathcal{F}_{1}(X) \cup\{0\}$.

Proof. If $A$ is of the form scalar plus rank one then obviously, $P A P$ is of the form scalar times $P$ plus rank at most one for every idempotent $P$ of rank 3 . To prove the nontrivial direction assume that $A \notin \mathbb{C} I+\mathcal{F}_{1}(X)$. Let us first consider the case that there exists $x \in X$ such that $x, A x$, and $A^{2} x$ are linearly independent. Let $P$ be any idempotent of rank 3 whose image is spanned by $x, A x, A^{2} x$. With respect to the direct sum decomposition $X=\operatorname{Im} P \oplus \operatorname{Ker} P$ the matrix representations of the operators $P$ and $P A P$ are

$$
P=\left[\begin{array}{ll}
I & 0 \\
0 & 0
\end{array}\right] \quad \text { and } \quad P A P=\left[\begin{array}{cc}
A_{1} & 0 \\
0 & 0
\end{array}\right]
$$

Choosing the basis $x, A x, A^{2} x$ for the subspace $\operatorname{Im} P$ we get the following matrix representation of $A_{1}$

$$
\left[\begin{array}{lll}
0 & 0 & \mu \\
1 & 0 & \tau \\
0 & 1 & \eta
\end{array}\right]
$$

where $\mu, \tau$, and $\eta$ are some complex numbers. It is then clear that $P A P-\lambda P$ has rank at least 2 for every complex number $\lambda$, as desired.

It remains to consider the case when $x, A x, A^{2} x$ are linearly dependent for every $x \in X$. Then $p(A)=0$ for some complex polynomial of degree at most two. As $A$ is not a scalar plus rank one operator there exists an idempotent $Q$ of rank 4 , such that $Q A Q$ has one of the following two matrix representations:

$$
Q A Q=\left[\begin{array}{cc}
A_{1} & 0 \\
0 & 0
\end{array}\right]
$$

where

$$
A_{1}=\left[\begin{array}{cccc}
\lambda & 0 & 0 & 0 \\
0 & \lambda & 0 & 0 \\
0 & 0 & \mu & 0 \\
0 & 0 & 0 & \mu
\end{array}\right] \quad \text { or } \quad A_{1}=\left[\begin{array}{cccc}
\lambda & 1 & 0 & 0 \\
0 & \lambda & 0 & 0 \\
0 & 0 & \lambda & 1 \\
0 & 0 & 0 & \lambda
\end{array}\right]
$$

Here, $\lambda \neq \mu$. In the first case $A_{1}$ is similar to

$$
\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & \frac{1}{2} & 0 & \frac{1}{2} \\
0 & 0 & 1 & 0 \\
0 & \frac{1}{2} & 0 & -\frac{1}{2}
\end{array}\right]\left[\begin{array}{cccc}
\lambda & 0 & 0 & 0 \\
0 & \lambda & 0 & 0 \\
0 & 0 & \mu & 0 \\
0 & 0 & 0 & \mu
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & -1
\end{array}\right]=\left[\begin{array}{cccc}
\lambda & 0 & 0 & 0 \\
0 & \frac{\lambda+\mu}{2} & 0 & \frac{\lambda-\mu}{2} \\
0 & 0 & \mu & 0 \\
0 & \frac{\lambda-\mu}{2} & 0 & \frac{\lambda+\mu}{2}
\end{array}\right] .
$$

Obviously, the upper left $3 \times 3$ corner is not of the form $3 \times 3$ scalar matrix plus a matrix of rank at most one. This completes the proof in the first case.

In the second case we observe that $A_{1}$ is similar to

$$
\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & \frac{1}{2} & \frac{1}{2} \\
0 & 0 & \frac{1}{2} & -\frac{1}{2}
\end{array}\right]\left[\begin{array}{cccc}
\lambda & 1 & 0 & 0 \\
0 & \lambda & 0 & 0 \\
0 & 0 & \lambda & 1 \\
0 & 0 & 0 & \lambda
\end{array}\right]\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 1 \\
0 & 0 & 1 & -1
\end{array}\right]=\left[\begin{array}{cccc}
\lambda & 1 & 0 & 0 \\
0 & \lambda & 0 & 0 \\
0 & 0 & \lambda+\frac{1}{2} & -\frac{1}{2} \\
0 & 0 & \frac{1}{2} & \lambda-\frac{1}{2}
\end{array}\right] .
$$

The same argument as before completes the proof.

Lemma 2.8 Let $C$ be a non-scalar $3 \times 3$ matrix that is not of the form a scalar matrix plus rank one matrix. Then $C$ is similar to a matrix of the form

$$
\left[\begin{array}{ccc}
* & \lambda & \lambda \\
* & -\lambda & -\lambda \\
* & * & *
\end{array}\right],
$$

where $\lambda$ is a nonzero complex number.
Proof. With no loss of generality we may assume that $C$ has the Jordan canonical form. As it is not a scalar plus rank one it has to be of one of the forms

$$
\left[\begin{array}{lll}
\tau & 0 & 0 \\
0 & \eta & 0 \\
0 & 0 & \nu
\end{array}\right] \quad \text { or }\left[\begin{array}{lll}
\tau & 1 & 0 \\
0 & \tau & 0 \\
0 & 0 & \nu
\end{array}\right] \quad \text { or }\left[\begin{array}{lll}
\tau & 1 & 0 \\
0 & \tau & 1 \\
0 & 0 & \tau
\end{array}\right],
$$

where $\tau, \eta$, and $\nu$ are pairwise distinct complex numbers. In the first case we may assume that $\eta \neq 0$, since otherwise we can permute the diagonal elements by a similarity transformation induced by a permutation matrix. The matrix

$$
\left[\begin{array}{ccc}
\tau & -\eta & -\eta \\
0 & \eta & \eta \\
0 & 0 & \nu
\end{array}\right]
$$

has three different eigenvalues, and is therefore similar to the first of the above matrices. The matrix

$$
\left[\begin{array}{ccc}
\tau & -\tau & -\tau \\
0 & \tau & \tau \\
0 & 0 & \nu
\end{array}\right]
$$

has the desired form when $\tau \neq 0$. The eigenspace corresponding to the eigenvalue $\tau$ is onedimensional, and therefore, this matrix is similar to the second of the above matrices. In the case when $\tau=0$ the second matrix above is

$$
\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & \nu
\end{array}\right]
$$

with $\nu \neq 0$. We complete the proof in this special case by observing that it is similar to

$$
\left[\begin{array}{ccc}
1 & 1 & 1 \\
-1 & -1 & -1 \\
0 & 0 & \nu
\end{array}\right]
$$

Indeed, the eigenvalue 0 has algebraic multiplicity two and geometric multiplicity one. We similarly check that the last of the above matrices is similar to

$$
\left[\begin{array}{ccc}
\tau & -\tau & -\tau \\
0 & \tau & \tau \\
0 & 0 & \tau
\end{array}\right]
$$

when $\tau \neq 0$, and to

$$
\left[\begin{array}{ccc}
2 & 4 & 4 \\
-1 & -4 & -4 \\
0 & 2 & 2
\end{array}\right]
$$

when $\tau=0$. This completes the proof.

Corollary 2.9 Let $B \in \mathcal{B}(X)$ be a non-scalar operator. Then the following are equivalent:

- $B \in \mathbb{C} I+\mathcal{F}_{1}(X)$,
- there exists an operator $A \in \mathcal{B}(X)$ such that $A$ and $B$ are linearly independent and for every $N \in \mathcal{N}(X)$ we have $A N \in \mathcal{N}(X) \Rightarrow B N \in \mathcal{N}(X)$.

Proof. One direction is the statement of Corollary 2.6. So, assume that a non-scalar operator $B \in \mathcal{B}(X)$ is given and that there exists $A \in \mathcal{B}(X)$ satisfying the second condition. We already know that this condition implies that $B=\lambda I+\mu A$. We have $\mu \neq 0$. As $A$ and $B$ are linearly independent, we necessarily have $\lambda \neq 0$.

We have to show that $B \in \mathbb{C} I+\mathcal{F}_{1}(X)$. Assume on the contrary that $B \notin \mathbb{C} I+\mathcal{F}_{1}(X)$. Then $A=\frac{1}{\mu} B-\frac{\lambda}{\mu} I \notin \mathbb{C} I+\mathcal{F}_{1}(X)$. By the previous two lemmas we know that there exist a direct sum decomposition $X=X_{1} \oplus X_{2}$ with $\operatorname{dim} X_{1}=3$ and a basis of $X_{1}$ such that with respect to the chosen direct sum decomposition the operator $A$ has matrix representation

$$
A=\left[\begin{array}{ll}
A_{1} & A_{2} \\
A_{3} & A_{4}
\end{array}\right]
$$

and the matrix representation of $A_{1}$ corresponding to the chosen basis is of the form

$$
\left[\begin{array}{ccc}
* & \eta & \eta \\
* & -\eta & -\eta \\
* & * & *
\end{array}\right]
$$

where $\eta$ is a nonzero complex number. Choose

$$
N=\left[\begin{array}{cc}
N_{1} & 0 \\
0 & 0
\end{array}\right] \quad \text { with } \quad N_{1}=\left[\begin{array}{lll}
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{array}\right]
$$

and observe that for every $T \in \mathcal{B}(X)$,

$$
T=\left[\begin{array}{ll}
T_{1} & T_{2} \\
T_{3} & T_{4}
\end{array}\right]
$$

the product $T N$ is nilpotent if and only if $T_{1} N_{1}$ is nilpotent.
Now, the upper left $3 \times 3$ corners of $A N$ and $B N$ are

$$
\left[\begin{array}{ccc}
\eta & \eta & 0 \\
-\eta & -\eta & 0 \\
* & * & 0
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{ccc}
\mu \eta & \mu \eta & 0 \\
-\mu \eta+\lambda & -\mu \eta & 0 \\
* & * & 0
\end{array}\right]
$$

respectively. The second one is not nilpotent (the upper left $2 \times 2$ corner is not of rank one, and is therefore not nilpotent), while the first one is nilpotent. This contradiction completes the proof.

Lemma 2.10 Assume that $A \in \mathbb{C} I+\mathcal{F}_{1}(X)$. Then the following are equivalent:

- $A \in \mathcal{F}_{1}(X)$,
- every $C \in \mathbb{C} I+\mathcal{F}_{1}(X)$ with the property that for every $N \in \mathcal{N}(X)$ we have $A N \in \mathcal{N}(X) \Rightarrow$ $C N \in \mathcal{N}(X)$ belongs to the linear span of $A$.

Proof. Assume that $A$ is of rank one and that an operator $C \in \mathbb{C} I+\mathcal{F}_{1}(X)$ has the property that for every $N \in \mathcal{N}(X)$ we have $A N \in \mathcal{N}(X) \Rightarrow C N \in \mathcal{N}(X)$. Then we know that $C=\alpha I+\beta A$ with $\beta \neq 0$. We have to show that $\alpha=0$. Assume on the contrary that $\alpha \neq 0$. We can find a direct sum decomposition of $X, X=X_{1} \oplus X_{2}$, with $\operatorname{dim} X_{1}=3$, and a basis of $X_{1}$ such that the corresponding matrix representation of $A$ is

$$
A=\left[\begin{array}{cc}
A_{1} & 0 \\
0 & 0
\end{array}\right]
$$

where either

$$
A_{1}=\left[\begin{array}{lll}
\lambda & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \text { with } \lambda \neq 0, \quad \text { or } A_{1}=\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right]
$$

Set

$$
N=\left[\begin{array}{cc}
N_{1} & 0 \\
0 & 0
\end{array}\right] \quad \text { with } \quad N_{1}=\left[\begin{array}{ccc}
0 & 2 & -2 \\
0 & -1 & 1 \\
1 & 1 & 1
\end{array}\right]
$$

Clearly, $N \in \mathcal{N}(X)$. Obviously, both products $A N$ and $C N$ have nonzero entries only in the upper left $3 \times 3$ corner. It is easy to see that this corner of $A N$ is nilpotent. The upper left $3 \times 3$ corner of $C N$ is either

$$
\left[\begin{array}{ccc}
0 & 2(\alpha+\beta \lambda) & -2(\alpha+\beta \lambda) \\
0 & -\alpha & \alpha \\
\alpha & \alpha & \alpha
\end{array}\right] \quad \text { or } \quad\left[\begin{array}{ccc}
0 & 2 \alpha-\beta & -2 \alpha+\beta \\
0 & -\alpha & \alpha \\
\alpha & \alpha & \alpha
\end{array}\right]
$$

Let $\delta$ be any complex number. Then

$$
\left[\begin{array}{ccc}
0 & \delta & -\delta \\
0 & -\alpha & \alpha \\
\alpha & \alpha & \alpha
\end{array}\right]^{2}=\left[\begin{array}{ccc}
-\delta \alpha & -2 \delta \alpha & 0 \\
\alpha^{2} & 2 \alpha^{2} & 0 \\
\alpha^{2} & \delta \alpha & -\delta \alpha+2 \alpha^{2}
\end{array}\right]
$$

Set first $\delta=2(\alpha+\beta \lambda)$ and then $\delta=2 \alpha-\beta$. In both cases we have $-\delta \alpha+2 \alpha^{2} \neq 0$. So, none of the above two matrices is nilpotent. Thus, $C N \notin \mathcal{N}(X)$, a contradiction.

To prove the converse assume that $A=\alpha I+R$, where $R$ is a rank one operator and $\alpha$ is a nonzero complex number. Set $C=\frac{\alpha}{2} I+R$. Then $C$ does not belong to the linear span of $A$. But if $N$ is any nilpotent such that $A N=\alpha N+R N$ is nilpotent, then by Lemma 2.5, the operator $R N$ is nilpotent. Hence, by [13, Proposition 2.1], $\alpha N+2 R N$ is nilpotent, which further yields that $C N$ is nilpotent. This completes the proof.

Lemma 2.11 Let $A_{1}$ and $A_{2}$ be linearly independent rank one operators. Then the following are equivalent:

- $A_{1} \sim A_{2}$,
- there exists a rank one operator $B$ such that $B$ is linearly independent of $A_{1}, B$ is linearly independent of $A_{2}$, and for every $T \in \mathcal{B}(X)$ we have $A_{i} T \in \mathcal{N}(X), i=1,2, \Rightarrow B T \in \mathcal{N}(X)$.

Proof. Let $A_{1}=x \otimes f$ and $A_{2}=y \otimes g$. If $A_{1} \sim A_{2}$, then $y=\lambda x$ or $g=\lambda f$ for some nonzero complex number $\lambda$. We will consider only the second possibility. After absorbing the constant in the tensor product we may assume that $A_{2}=y \otimes f$. Define $B$ to be $B=A_{1}+A_{2}$. Since $A_{1}$ and $A_{2}$ are linearly independent, $B$ is linearly independent of $A_{i}, i=1,2$. If $A_{i} T \in \mathcal{N}(X), i=1,2$, then $f(T x)=f(T y)=0$. This yields that $f(T(x+y))=0$, or equivalently, $B T \in \mathcal{N}(X)$.

To prove the other direction assume that $A_{1}=x \otimes f$ and $A_{2}=y \otimes g$ are rank one operators such that $x$ and $y$ as well as $f$ and $g$ are linearly independent. Suppose also that there exists $B=u \otimes k$ satisfying the second condition. We will show that $k$ is a linear combination of $f$ and $g$. Assume on the contrary that this is not the case. Then we can find a vector $z \in X$ such that $k(z) \neq 0$, while $f(z)=g(z)=0$. We can further find $T \in \mathcal{B}(X)$ such that $T u \neq 0$ and all vectors $T x, T y, T u$ belong to the linear span of $z$. This implies that $f(T x)=g(T y)=0$ and $k(T u) \neq 0$, which gives $A_{i} T \in \mathcal{N}(X), i=1,2$, but $B T \notin \mathcal{N}(X)$, a contradiction. In a similar way we show that $u$ is a linear combination of $x$ and $y$. Hence, $B=(\lambda x+\mu y) \otimes(\alpha f+\beta g)$. Let $\eta$ and $\nu$ be any complex numbers. As $f$ and $g$ are linearly independent we can find $w_{1} \in X$ such that $f\left(w_{1}\right)=0$ and $g\left(w_{1}\right)=\eta$, and $w_{2} \in X$ such that $f\left(w_{2}\right)=\nu$ and $g\left(w_{2}\right)=0$. Since $x$ and $y$ are linearly independent we can further find $T \in \mathcal{B}(X)$ satisfying $T x=w_{1}$ and $T y=w_{2}$. Then $f(T x)=0=g(T y)$, and thus,

$$
0=k(T u)=(\alpha f+\beta g)(\lambda T x+\mu T y)=\alpha \mu \nu+\beta \lambda \eta .
$$

It follows that $\alpha \mu=\beta \lambda=0$, which further yields that $B$ is a multiple of either $A_{1}$, or $A_{2}$, a contradiction.

We say that two rank one idempotents $P$ and $Q$ are orthogonal if $P Q=Q P=0$.
Lemma 2.12 Let $P$ and $Q, P \neq Q$, be rank one idempotents. Then the following are equivalent:

- $P$ and $Q$ are orthogonal,
- there exist rank one nilpotents $M$ and $N$ such that $P \sim N, P \sim M, Q \sim N, Q \sim M$, and $N \nsim M$.

Proof. Let $P=x \otimes f$ and $Q=y \otimes g$ be orthogonal rank one idempotents. Then $f(x)=g(y)=1$ and $f(y)=g(x)=0$. Set $N=x \otimes g$ and $M=y \otimes f$. It is easy to verify that the second condition is satisfied.

So, assume now that there exist $M$ and $N$ satisfying the second condition. Let $P=x \otimes f$ for some $x \in X$ and $f \in X^{\prime}$ with $f(x)=1$. Then either $N=x \otimes g$ for some nonzero $g \in X^{\prime}$ with $g(x)=0$, or $N=z \otimes f$ for some nonzero $z \in X$ with $f(z)=0$. We will consider only the first case. Because $M \sim P$ and $N \nsim M$ we have necessarily $M=y \otimes f$ for some nonzero $y \in X$ satisfying $f(y)=0$. From $f(x)=1$ and $g(x)=f(y)=0$ we conclude that $x$ and $y$ are linearly independent and $f$ and $g$ are linearly independent. Because $Q$ is an idempotent and $Q \sim N$ and $Q \sim M$ we have either $Q=P$, or $Q=\tau y \otimes g$ for some $\tau \in \mathbb{C}^{*}$. The first possibility cannot occur, and therefore, $P Q=Q P=0$.

Lemma 2.13 Let $A, B \in \mathcal{B}(X) \backslash\{0\}$ and assume that for every idempotent $P$ of rank one we have $A P \in \mathcal{N}(X)$ if and only if $B P \in \mathcal{N}(X)$. Then $A$ and $B$ are linearly dependent.

Proof. Let $x \in X$ be any vector. If $A x$ and $B x$ are linearly independent, then at least one of them, say $A x$, is linearly independent of $x$. But then we can find $f \in X^{\prime}$ such that $f(x)=1$, $f(A x)=0$, and $f(B x) \neq 0$. As a consequence, $A x \otimes f \in \mathcal{N}(X)$, while $B x \otimes f \notin \mathcal{N}(X)$, a contradiction. So, for every $x \in X$ the vectors $A x$ and $B x$ are linearly dependent. By [4, Theorem 2.3], either the operators $A$ and $B$ are linearly dependent, or there exists a nonzero $y \in X$ such that $A=y \otimes f$ and $B=y \otimes g$ for some linearly independent functionals $f$ and $g$. In the second case there exists $u \in X$ such that $f(u)=1$ and $g(u)=0$. We can further find a functional $k \in X^{\prime}$ with $k(u)=1$ and $k(y) \neq 0$. Set $P=u \otimes k$. Then $A P=y \otimes k \notin \mathcal{N}(X)$, while $B P=0$, a contradiction.

### 2.2 Proofs of the theorems and corollary

We continue to assume that $X$ is a Banach space with $\operatorname{dim} X \geq 3$ and $\phi: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ is a surjective map satisfying (1). Clearly, $A \in \mathcal{B}(X)$ is nilpotent if and only if $A^{2}$ or $A^{3}$ is. Thus, $\phi(\mathcal{N}(X))=\mathcal{N}(X)$. Note that for any $A, B \in \mathcal{B}(X), A B A \in \mathcal{N}(X)$ if and only if $A^{2} B \in \mathcal{N}(X)$. So condition (1) can be described as

$$
A^{r} B \in \mathcal{N}(X) \Longleftrightarrow \phi(A)^{r} \phi(B) \in \mathcal{N}(X), \quad A, B \in \mathcal{B}(X)
$$

where $r=1$ or 2 .
To prove our theorems we establish the following proposition, which is of independent interest and will be used in the next section as well.

Proposition 2.14 Suppose $\mathcal{S}$ is a subset of $\mathcal{B}(X)$ containing the sets $\mathbb{C} I+\mathcal{F}_{1}(X)$ and $\mathbb{C} I$. Let $\phi: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ and $\psi: \mathcal{S} \rightarrow \mathcal{S}$ be surjective maps satisfying $\phi(\mathcal{N}(X))=\mathcal{N}(X), \psi(\mathcal{N}(X) \cap \mathcal{S})=$ $\mathcal{N}(X) \cap \mathcal{S}$ and

$$
A B \in \mathcal{N}(X) \Longleftrightarrow \psi(A) \phi(B) \in \mathcal{N}(X), \quad(A, B) \in \mathcal{S} \times \mathcal{B}(X)
$$

Then $\phi$ satisfies (a)-(b) in Theorems 2.1 or 2.2, and $\psi$ has the form $A \mapsto g(A) \phi(A)$ for some $\mathbb{C}^{*}$-valued map $g$ on $\mathcal{S}$.

Proof. Suppose $\psi: \mathcal{S} \rightarrow \mathcal{S}$ and $\phi: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ are surjective maps such that $\phi(\mathcal{N}(X))=$ $\mathcal{N}(X), \psi(\mathcal{N}(X) \cap \mathcal{S})=\mathcal{N}(X) \cap \mathcal{S}$, and for any $(A, B) \in \mathcal{S} \times B(X), A B \in \mathcal{N}(X)$ if and only if $\psi(A) \phi(B) \in \mathcal{N}(X)$. Using the observations in the beginning of subsection 2.1, we can show that $\psi$ maps the set of nonzero operators onto itself, and maps the set of nonzero scalar operators onto itself; two nonzero operators are linearly independent if and only if their $\psi$-images are linearly independent. By Corollaries 2.6 and $2.9, \psi$ maps the set of all scalar plus rank one operators onto itself. It then follows from Lemma 2.10 that $\psi$ maps the set of rank one operators onto itself. We know that a rank one operator is nilpotent if and only if its $\psi$-image is. For every non-nilpotent rank one operator $R$ there exists exactly one idempotent $P$ that belongs to the linear span of $R$. Thus, $\psi$ induces in a natural way a bijective map $\Psi$ from the set of all rank one idempotents onto itself. Moreover, by Lemmas 2.11 and 2.12, this map preserves orthogonality in both directions, that is, two idempotents $P$ and $Q$ are orthogonal if and only if $\Psi(P)$ and $\Psi(Q)$ are.

Consider the infinite dimensional case. By [14, Theorem 2.4], either there exists a bounded invertible linear or conjugate-linear operator $S: X \rightarrow X$ such that

$$
\Psi(P)=S P S^{-1}
$$

for every rank one idempotent $P$, or $X$ is reflexive and there exists a bounded invertible linear or conjugate-linear operator $S: X^{\prime} \rightarrow X$ such that

$$
\Psi(P)=S P^{\prime} S^{-1}
$$

for every rank one idempotent $P$. Let us consider just the second case. We will show that for every $A \in \mathcal{B}(X)$ there exists a nonzero scalar $\lambda$ such that $\phi(A)=\lambda S A^{\prime} S^{-1}$. Let $A \in \mathcal{B}(X)$ be any operator. For every rank one idempotent $P$ we have

$$
\begin{gathered}
S A^{\prime} S^{-1} S P^{\prime} S^{-1} \in \mathcal{N}(X) \Longleftrightarrow P A \in \mathcal{N}(X) \Longleftrightarrow \psi(P) \phi(A) \in \mathcal{N}(X) \\
\Longleftrightarrow S P^{\prime} S^{-1} \phi(A) \in \mathcal{N}(X) \Longleftrightarrow \phi(A) S P^{\prime} S^{-1} \in \mathcal{N}(X)
\end{gathered}
$$

The map $B \mapsto S B^{\prime} S^{-1}$ is an anti-automorphism of $\mathcal{B}(X)$ mapping the set of all rank one idempotents onto itself. Thus, for every rank one idempotent $Q$ we have

$$
S A^{\prime} S^{-1} Q \in \mathcal{N}(X) \Longleftrightarrow \phi(A) Q \in \mathcal{N}(X) .
$$

The desired conclusion follows now directly from Lemma 2.13. Once $\phi$ is known, we can interchange the role of $\psi$ and $\phi$, and show that $\psi$ has the same desired form by Lemma 2.13.

In the finite dimensional case we apply [14, Theorem 2.3] to conclude that there exist a nonsingular matrix $S \in M_{n}$ and an automorphism $\xi$ of the complex field such that either

$$
\Psi(P)=S P_{\xi} S^{-1}
$$

for every rank one idempotent matrix $P$, or

$$
\Psi(P)=S P_{\xi}^{t} S^{-1}
$$

for every rank one idempotent matrix $P$. Now we complete the proof as in the infinite dimensional case.

Proof of Theorems 2.1 and 2.2. The sufficiency parts are clear. Applying Proposition 2.14 with $\psi=\phi$, we obtain the result if $\phi$ satisfies (1) for $A * B=A B$.

Suppose $\phi: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ is a surjective map satisfying (1) for $A * B=A B A$. Note that $A B A$ is nilpotent if and only if $A^{2} B$ is so. Thus, we may assume that $\phi$ satisfies

$$
\begin{equation*}
A^{2} B \in \mathcal{N}(X) \Longleftrightarrow \phi(A)^{2} \phi(B) \in \mathcal{N}(X), \quad A, B \in \mathcal{B}(X) \tag{4}
\end{equation*}
$$

Define an equivalence relation on $\mathcal{B}(X)$ by $A \approx C$ if $\left[A^{2}\right]=\left[C^{2}\right]$. Then $A \approx C$ if and only if the following condition holds.

- For every $T \in \mathcal{B}(X), A^{2} T$ is nilpotent if and only if $C^{2} T$ is nilpotent.

By (4), we see that $A \approx C$ if and only if $\phi(A) \approx \phi(C)$.
Let

$$
\mathcal{B}^{2}(X)=\left\{T^{2}: T \in \mathcal{B}(X)\right\} .
$$

Note that $\mathbb{C} I+\mathcal{F}_{1}(X) \subseteq \mathcal{B}^{2}(X)$ as $\operatorname{dim}(X) \geq 3$. Let $\mathcal{R} \cup\{0\}$ be a set of distinct representatives of the equivalence relation $\approx$ on $\mathcal{B}(X)$. Then every nonzero $T \in \mathcal{B}^{2}(X)$ has a unique representation of the form $T=a A^{2}$ with $(a, A) \in \mathbb{C}^{*} \times \mathcal{R}$, and every $(a, A) \in \mathbb{C}^{*} \times \mathcal{R}$ gives rise to a nonzero element $T=a A^{2} \in \mathcal{B}^{2}(X)$.

Define $\psi: \mathcal{B}^{2}(X) \rightarrow \mathcal{B}^{2}(X)$ such that $\psi(0)=0$ and $\psi\left(a A^{2}\right)=a \phi(A)^{2}$ for any $(a, A) \in \mathbb{C}^{*} \times \mathcal{R}$. Then $\psi$ is surjective. To see this, let $T=B^{2} \neq 0$ with $B \in \mathcal{B}(X)$. Then $B \not \approx 0$. Since $\phi$ is surjective, there is $C \in \mathcal{B}(X)$ such that $\phi(C)=B$. Note that $B \not \approx 0$ implies $C \not \approx 0$. So, $A \approx C$ for some $A \in \mathcal{R}$ and hence $\phi(A) \approx \phi(C)=B$. Thus, $T=B^{2}=a \phi(A)^{2}$ for some $a \in \mathbb{C}^{*}$ such that $\psi\left(a A^{2}\right)=a \phi(A)^{2}=T$.

Evidently, we have $\psi\left(\mathcal{N}(X) \cap \mathcal{B}^{2}(X)\right)=\mathcal{N}(X) \cap \mathcal{B}^{2}(X)$. Since

$$
\left[\phi(A)^{2}\right]=\left[\psi\left(A^{2}\right)\right] \quad \text { for any nonzero } A \in \mathcal{B}(X),
$$

condition (4) implies that

$$
A B \in \mathcal{N}(X) \Longleftrightarrow \psi(A) \phi(B) \in \mathcal{N}(X), \quad(A, B) \in \mathcal{B}^{2}(X) \times \mathcal{B}(X)
$$

Thus, the result follows from Proposition 2.14.
Proof of Corollary 2.3. We consider only the case for the Jordan triple product. The proof for the usual product is similar and simpler. Because the map $\phi$ preserves the spectral radius of products of matrices, it preserves the nilpotency of products of matrices. Thus, we can apply Theorem 2.2. After composing $\phi$ with a similarity transformation and the transposition, if necessary, we may, and we will assume that the map $\phi$ is of the form

$$
A \mapsto f(A) A_{\xi}, \quad A \in M_{n},
$$

for some $\mathbb{C}^{*}$-valued map $f$ on $M_{n}$ and some automorphism $\xi$ of $\mathbb{C}$. In particular, $\phi\left(I_{n}\right)=\lambda I_{n}$ for some nonzero complex number $\lambda$. Since $1=\rho\left(I_{n}^{3}\right)=\rho\left(\phi\left(I_{n}\right)^{3}\right)$, we have $|\lambda|=1$. After multiplying $\phi$ by $\lambda^{-1}$ we may assume with no loss of generality that $\phi\left(I_{n}\right)=I_{n}$. It follows that
$\rho(A)=\rho(\phi(A))=\rho\left(f(A) A_{\xi}\right)$ for every $A \in M_{n}$. Hence, if $A$ is not nilpotent, then $A_{\xi}$ is not nilpotent as well and in this case

$$
|f(A)|=\frac{\rho(A)}{\rho\left(A_{\xi}\right)} .
$$

By this fact and the assumption that $\rho(A B A)=\rho(\phi(A) \phi(B) \phi(A))$ we get

$$
\frac{\rho(A B A)}{\rho\left((A B A)_{\xi}\right)}=\frac{\rho(A) \rho(B) \rho(A)}{\rho\left(A_{\xi}\right) \rho\left(B_{\xi}\right) \rho\left(A_{\xi}\right)}
$$

for every pair of matrices $A, B$ such that none of $A, B$, and $A B A$ is nilpotent. Indeed,

$$
\begin{gathered}
\rho(A B A)=\rho\left(f(A) A_{\xi} f(B) B_{\xi} f(A) A_{\xi}\right)=|f(A)||f(B)||f(A)| \rho\left((A B A)_{\xi}\right) \\
=\frac{\rho(A)}{\rho\left(A_{\xi}\right)} \frac{\rho(B)}{\rho\left(B_{\xi}\right)} \frac{\rho(A)}{\rho\left(A_{\xi}\right)} \rho\left((A B A)_{\xi}\right) .
\end{gathered}
$$

Choose $A=E_{11}+(\lambda-\mu) E_{12}$ and $B=\mu E_{11}+E_{21}$ with $\lambda, \mu \neq 0$ to get

$$
\frac{|\lambda|}{|\xi(\lambda)|}=\frac{|\mu|}{|\xi(\mu)|}
$$

which yields the existence of a complex constant $c$ such that $|\xi(\lambda)|=c|\lambda|, \lambda \in \mathbb{C}$. It is wellknown that every bounded automorphism of the complex field is either the identity, or the complex conjugation. Thus, $\phi$ has the form

$$
A \mapsto f(A) A \quad \text { or } \quad A \mapsto f(A) \bar{A}
$$

on $M_{n}$. It is now trivial to complete the proof.

## 3 Extension to other types of products

In this section, we extend the results in Section 2 to other types of products on $\mathcal{B}(X)$. We introduce the following definition.

Definition 3.1 Let $k \geq 2$ be a positive integer, and let $\left(i_{1}, \ldots, i_{m}\right)$ be a sequence with terms chosen from $\{1, \ldots, k\}$. Define a product of $k$ operators $A_{1}, \ldots, A_{k} \in \mathcal{B}(X)$ by

$$
A_{1} * \cdots * A_{k}=A_{i_{1}} A_{i_{2}} \cdots A_{i_{m}} .
$$

We have the following result.
Theorem 3.2 Let $X$ be an infinite dimensional Banach space, and consider a product defined as in Definition 3.1 such that there is a term $i_{p}$ in the sequence $\left(i_{1}, \ldots, i_{m}\right)$ different from all other terms. Then a surjective map $\phi: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ satisfies

$$
A_{1} * \cdots * A_{k} \in \mathcal{N}(X) \Longleftrightarrow \phi\left(A_{1}\right) * \cdots * \phi\left(A_{k}\right) \in \mathcal{N}(X), \quad A_{1}, \ldots, A_{k} \in \mathcal{B}(X)
$$

if and only if
(a) there is a bijective bounded linear or conjugate-linear operator $S: X \rightarrow X$ such that $\phi$ has the form $A \mapsto S[f(A) A] S^{-1}$, or
(b) the space $X$ is reflexive, $\left(i_{p+1}, \ldots, i_{m}, i_{1}, \ldots, i_{p-1}\right)=\left(i_{p-1}, \ldots, i_{1}, i_{m}, \ldots, i_{p+1}\right)$, and there exists a bijective bounded linear or conjugate-linear operator $S: X^{\prime} \rightarrow X$ such that $\phi$ has the form $A \mapsto S\left[f(A) A^{\prime}\right] S^{-1}$,
where $f: \mathcal{B}(X) \rightarrow \mathbb{C}^{*}$ is a map such that for every nonzero $A \in \mathcal{B}(X)$ the map $\lambda \mapsto \lambda f(\lambda A)$ is surjective on $\mathbb{C}$.

The assumption that there is $i_{p}$ appearing only once in the terms of the sequence $\left(i_{1}, \ldots, i_{m}\right)$ is clearly necessary. For instance, if $A * B=A^{2} B^{2}$, then any map $\phi: \mathcal{B}(X) \rightarrow \mathcal{B}(X)$ which permute the elements in $\mathcal{T}=\left\{C \in \mathcal{B}(X): C^{2}=0\right\}$ and fix all elements in $\mathcal{B}(X) \backslash \mathcal{T}$ will be a surjective map satisfying $A * B \in \mathcal{N}(X) \Longleftrightarrow \phi(A) * \phi(B) \in \mathcal{N}(X)$.

We have the following result for the finite dimensional case.
Theorem 3.3 Let $n \geq 3$. Consider a product on $M_{n}$ defined as in Definition 3.1 such that there is a term $i_{p}$ in $\left(i_{1}, \ldots, i_{m}\right)$ different from all other terms and there is another term $i_{q}$ appearing at most $n-1$ times in $\left(i_{1}, \ldots, i_{m}\right)$. Then a surjective map $\phi: M_{n} \rightarrow M_{n}$ satisfies

$$
A_{1} * \cdots * A_{k} \in N_{n} \Longleftrightarrow \phi\left(A_{1}\right) * \cdots * \phi\left(A_{k}\right) \in N_{n}, \quad A_{1}, \ldots, A_{k} \in M_{n}
$$

if and only if
(a) $\phi$ has the form $A \mapsto f(A) S A_{\xi} S^{-1}$, or
(b) $\left(i_{p+1}, \ldots, i_{m}, i_{1}, \ldots, i_{p-1}\right)=\left(i_{p-1}, \ldots, i_{1}, i_{m}, \ldots, i_{p+1}\right)$ and $\phi$ has the form $A \mapsto f(A) S A_{\xi}^{t} S^{-1}$,
where $\xi: \mathbb{C} \rightarrow \mathbb{C}$ is a field automorphism, $S \in M_{n}$ is an invertible matrix, and $f: M_{n} \rightarrow \mathbb{C}^{*}$ such that for every nonzero $A \in M_{n}$ the $\operatorname{map} \lambda \mapsto \xi(\lambda) f(\lambda A)$ is surjective on $\mathbb{C}$.

Similar to the infinite dimensional case, the assumption of the existence of $i_{p}$ appearing once in the terms of $\left(i_{1}, \ldots, i_{m}\right)$ is necessary. However, it is unclear whether the assumption on $i_{q}$ is essential. Nonetheless, these assumptions will be trivially satisfied if we consider the usual product $A_{1} * \cdots * A_{k}=A_{1} \cdots A_{k}$ and the Jordan triple product $A_{1} * A_{2}=A_{1} A_{2} A_{1}$.

Similar to Corollary 2.3 , we can prove the following result about the spectral radius of products.
Corollary 3.4 Let $n \geq 3$. Consider a product on $M_{n}$ satisfying the hypothesis of Theorem 3.3. A surjective map $\phi: M_{n} \rightarrow M_{n}$ satisfies

$$
\rho\left(A_{1} * \cdots * A_{k}\right)=\rho\left(\phi\left(A_{1}\right) * \cdots * \phi\left(A_{k}\right)\right), \quad A_{1}, \ldots, A_{k} \in M_{n}
$$

if and only if $\phi$ has one of the following holds:
(a) $\phi$ has the form

$$
A \mapsto f(A) S A S^{-1} \quad \text { or } \quad A \mapsto \overline{f(A)} S \bar{A} S^{-1}
$$

(b) $\left(i_{p+1}, \ldots, i_{m}, i_{1}, \ldots, i_{p-1}\right)=\left(i_{p-1}, \ldots, i_{1}, i_{m}, \ldots, i_{p+1}\right)$ and $\phi$ has the form

$$
A \mapsto f(A) S A^{t} S^{-1} \quad \text { or } \quad A \mapsto \overline{f(A)} S A^{*} S^{-1}
$$

where $S \in M_{n}$ is an invertible matrix, and $f: M_{n} \rightarrow\{z \in \mathbb{C}:|z|=1\}$ is a map such that for any nonzero $A \in M_{n}$ the map $\lambda \mapsto \lambda f(\lambda A)$ is surjective on $\mathbb{C}$.

Proof of Theorems 3.2 and 3.3. The sufficiency parts are clear. Assume that $\phi$ is surjective and preserves nilpotency of the product $A_{1} * \cdots * A_{k}$. We may set $A_{i_{p}}=B$ and all other $A_{i_{j}}=A$. Then $\phi$ preserves nilpotency of $A * B=A^{u} B A^{v}$ for some nonnegative integers $u$ and $v$ such that $u+v=m-1$. Clearly, $A^{u} B A^{v}$ is nilpotent if and only if $A^{u+v} B$ is nilpotent. Thus, $\phi$ preserves the nilpotency of the product $A * B=A^{r} B$ with $r=u+v$.

In the finite dimensional case, we will show that $\phi$ preserves the nilpotency of the product $A * B=A^{r} B$ for some integer $r$ less than $n$. Our claim holds if $u+v<n$. Assume that it is not the case. We note that $\phi$ sends the set of (nonzero) scalar matrices onto itself. This follows from the observation that for any nonzero $B \in M_{n}$, the following two statements are equivalent.

- $B$ is a scalar matrix,
- $B T^{u+v}$ is nilpotent if and only if $T$ is nilpotent.

Clearly, if $B$ is a scalar matrix, then the second statement holds trivially. If $B$ is not a scalar matrix, then there is an invertible $R \in M_{n}$ such that $R B R^{-1}=\left[b_{i j}\right]$ with $b_{11}=0$. Let $T=R E_{11} R^{-1}$ be a rank one idempotent. Then $B T^{u+v}$ is a nilpotent of rank at most one. But $T \notin N_{n}$.

Since $\phi$ sends the set of scalar matrices onto itself, we can choose $A_{i_{p}}=B, A_{i_{q}}=A$ and $A_{i_{j}}=I_{n}$ for other $i_{j}$, and conclude that $\phi$ will preserve the nilpotency of the product $A * B=A^{r} B$ where $r$ is the number of times that $i_{q}$ appears in $\left\{i_{1}, \ldots, i_{m}\right\}$ and is less than $n$.

Consequently, $\phi$ satisfies the following.

$$
\begin{equation*}
A^{r} B \in \mathcal{N}(X) \Longleftrightarrow \phi(A)^{r} \phi(B) \in \mathcal{N}(X), \quad A, B \in \mathcal{B}(X) \tag{5}
\end{equation*}
$$

Now we use the same idea as in the proof of Theorems 2.1 and 2.2 , namely, determine a subset $\mathcal{R}$ of $\mathcal{B}(X)$ so that every nonzero element in $\mathcal{B}^{r}(X)=\left\{T^{r}: T \in \mathcal{B}(X)\right\}$ admits a unique representation $a A^{r}$ with $(a, A) \in \mathbb{C}^{*} \times \mathcal{R}$, and define the surjective map $\psi: \mathcal{B}^{r}(X) \rightarrow \mathcal{B}^{r}(X)$ such that $\psi(0)=0$ and $\psi\left(a A^{r}\right)=a \phi(A)^{r}$ for $(a, A) \in \mathbb{C}^{*} \times \mathcal{R}$. Then (5) implies that

$$
A B \in \mathcal{N}(X) \Longleftrightarrow \psi(A) \phi(B) \in \mathcal{N}(X), \quad(A, B) \in \mathcal{B}^{r}(X) \times \mathcal{B}(X)
$$

Since $r<\operatorname{dim}(X), \mathcal{B}^{r}(X)$ contains $\mathbb{C} I+\mathcal{F}_{1}(X)$. Thus, Proposition 2.14 applies with $\mathcal{S}=\mathcal{B}^{r}(X)$.
It remains to show that

$$
\left(i_{p+1}, \ldots, i_{m}, i_{1}, \ldots, i_{p-1}\right)=\left(i_{p-1}, \ldots, i_{1}, i_{m}, \ldots, i_{p+1}\right)
$$

if $\phi$ has the form (b) in Theorem 3.2 or 3.3.
Consider the finite dimensional case. After composing $\phi$ with the map $A \mapsto f(A)^{-1} A$ and $A \mapsto A_{\xi^{-1}}$, we may assume that the map $\phi$ has the form $A \mapsto S A^{t} S^{-1}$. As $\phi\left(A_{i_{1}}\right) \cdots \phi\left(A_{i_{m}}\right)=$ $S\left(A_{i_{1}}^{t} \cdots A_{i_{m}}^{t}\right) S^{-1}$, we have

$$
A_{i_{1}} \cdots A_{i_{m}} \in N_{n} \Longleftrightarrow A_{i_{m}} \cdots A_{i_{1}} \in N_{n}
$$

Evidently, the result holds for $k=2$. Suppose $k \geq 3$. Note that we may assume $i_{p}=i_{m}$ as $A_{i_{1}} \cdots A_{i_{m}}$ is nilpotent if and only if $A_{i_{p+1}} \cdots A_{i_{m}} A_{i_{1}} \cdots A_{i_{p}}$ is so. Thus, we need to show
$\left(i_{1}, \ldots, i_{m-1}\right)=\left(i_{m-1}, \ldots, i_{1}\right)$. Assume the contrary, and let $t$ be the smallest integer such that $i_{t} \neq i_{m-t}$.

Let $U$ and $V$ be matrices of the form

$$
\left[\begin{array}{cc}
U_{1} & 0 \\
0 & I
\end{array}\right] \quad \text { and } \quad\left[\begin{array}{cc}
V_{1} & 0 \\
0 & I
\end{array}\right] \quad \text { with } \quad U_{1}=\left[\begin{array}{cc}
\lambda & 0 \\
0 & 1
\end{array}\right] \quad \text { and } \quad V_{1}=\left[\begin{array}{cc}
1 & 1 \\
0 & 1
\end{array}\right]
$$

for some nonzero $\lambda$. Take $A_{i_{t}}=U$ and $A_{i_{j}}=V$ for all $i_{j} \neq i_{t}$ and $i_{j} \neq i_{m}$. Then

$$
A_{i_{t}} \cdots A_{i_{m-t}}=U^{d_{1}} V^{e_{1}} \cdots U^{d_{p}} V^{e_{p}}
$$

for some positive $d_{1}, \ldots, d_{p}, e_{1}, \ldots, e_{p}$. Note that

$$
U_{1}^{d_{1}} V_{1}^{e_{1}} \cdots U_{1}^{d_{p}} V_{1}^{e_{p}}=\left[\begin{array}{cc}
\lambda^{d_{1}+\cdots+d_{p}} & f(\lambda) \\
0 & 1
\end{array}\right] \quad \text { and } \quad V_{1}^{e_{p}} U_{1}^{d_{p}} \cdots V_{1}^{e_{1}} U_{1}^{d_{1}}=\left[\begin{array}{cc}
\lambda^{d_{1}+\cdots+d_{p}} & g(\lambda) \\
0 & 1
\end{array}\right]
$$

where $f$ and $g$ are polynomials in $\lambda$ with degree $d_{1}+\cdots+d_{p}$ and $d_{2}+\cdots+d_{p}$, respectively. Thus, there is a nonzero $\lambda$ such that $f(\lambda) \neq g(\lambda)$. Let $s=d_{1}+\cdots+d_{p}$ and

$$
W=\left[\begin{array}{cc}
W_{1} & 0 \\
0 & 0
\end{array}\right] \quad \text { with } \quad W_{1}=\left[\begin{array}{cc}
-f(\lambda) & 0 \\
\lambda^{s} & 0
\end{array}\right]
$$

Suppose

$$
P=A_{i_{1}} \cdots A_{i_{t-1}}=A_{i_{m-1}} \cdots A_{i_{m-t+1}} \quad \text { and } \quad Q=A_{i_{m-t+1}} \cdots A_{i_{m-1}}=A_{i_{t-1}} \cdots A_{i_{1}}
$$

and let $A_{i_{m}}=Q^{-1} W P^{-1}$. Then $A_{i_{1}} \cdots A_{i_{m}}$ and $A_{i_{m}} \cdots A_{i_{1}}$ equal

$$
P\left[\begin{array}{cc}
U_{1}^{d_{1}} V_{1}^{e_{1}} \cdots U_{1}^{d_{p}} V_{1}^{e_{p}} W_{1} & 0 \\
0 & 0
\end{array}\right] P^{-1} \quad \text { and } \quad Q^{-1}\left[\begin{array}{cc}
W_{1} V_{1}^{e_{p}} U_{1}^{d_{p}} \cdots V_{1}^{e_{1}} U_{1}^{d_{1}} & 0 \\
0 & 0
\end{array}\right] Q
$$

where

$$
U_{1}^{d_{1}} V_{1}^{e_{1}} \cdots U_{1}^{d_{p}} V_{1}^{e_{p}} W_{1}=\left[\begin{array}{cc}
0 & 0 \\
\lambda^{s} & 0
\end{array}\right] \quad \text { and } \quad W_{1} V_{1}^{e_{p}} U_{1}^{e_{p}} \cdots V_{1}^{e_{1}} U_{1}^{d_{1}}=\left[\begin{array}{cc}
-\lambda^{s} f(\lambda) & -f(\lambda) g(\lambda) \\
\lambda^{2 s} & \lambda^{s} g(\lambda)
\end{array}\right]
$$

respectively. Note that $A_{i_{1}} \cdots A_{i_{m}}$ is nilpotent while $A_{i_{m}} \cdots A_{i_{1}}$ is not, which contradicts our assumption. Hence, we must have $\left(i_{1}, \ldots, i_{m-1}\right)=\left(i_{m-1}, \ldots, i_{1}\right)$.

One can easily adapt the proof of the finite dimensional case to the infinite dimensional case to get the desired conclusion.
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