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#### Abstract

Let $A_{1}, \ldots, A_{k}$ be $n \times n$ matrices. We studied inequalities and equalities involving eigenvalues, diagonal entries, and singular values of $A_{0}=A_{1} \cdots A_{k}$ and those of $A_{1}, \ldots, A_{k}$. It is shown that the matrices attaining equalities often have special reducible structure. The results are then applied to study normality and reducibility of matrices, extending some results and answering some questions of Miranda, Wang and Zhang.
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## 1 Introduction

Let $A \in M_{n}$. Denote by $s_{1}(A) \geq \cdots \geq s_{n}(A)$ the singular values of $A, \lambda_{1}(A), \ldots, \lambda_{n}(A)$ the eigenvalues of $A$ with $\left|\lambda_{1}(A)\right| \geq \cdots \geq\left|\lambda_{n}(A)\right|$, and $d_{1}(A), \ldots, d_{n}(A)$ the diagonal entries of $A$. Let $A_{1}, \ldots, A_{k} \in M_{n}$ and $A=A_{1} \cdots A_{k}$. It is known $[1,6]$ that for $r=1, \ldots, n$, one has

$$
\begin{gather*}
\left|\prod_{j=1}^{r} \lambda_{j}(A)\right| \leq \prod_{j=1}^{r} s_{j}(A) \leq \prod_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right),  \tag{1.1}\\
\left|\sum_{j=1}^{r} \lambda_{j}(A)\right| \leq \sum_{j=1}^{r}\left|\lambda_{j}(A)\right| \leq \sum_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right),  \tag{1.2}\\
\left|\sum_{j=1}^{r} d_{j}(A)\right| \leq \sum_{j=1}^{r}\left|d_{j}(A)\right| \leq \sum_{j=1}^{r} s_{j}(A) \leq \sum_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right) . \tag{1.3}
\end{gather*}
$$

In this paper, we characterize those matrices $A_{1}, \ldots, A_{k}$ for which any one of the equalities in (1.1) - (1.3) holds. If the equality under consideration does not involve $\prod_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)$ or $\sum_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)$, then one can only deduce conditions on the matrix $A$, and such conditions have been determined in [3]. Thus, we will focus on equalities that always involve the quantities $\prod_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)$ or $\sum_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)$. It turns out that the extreme matrices $A_{1}, \ldots, A_{k}$ attaining the equalities often have special reducible structure. The results are then used to study normality and reducibility of matrices, extending the results in [7, 10] and answering

[^0]some questions in [7]. For example, in [7, Lemma 3 and Theorem 2], characterizations were given to those matrices $A_{1}, A_{2}$ and $A=A_{1} A_{2}$ in $M_{n}$ such that
$$
\sum_{j=1}^{r} s_{j}(A)=\sum_{j=1}^{r} \prod_{i=1}^{2} s_{j}\left(A_{i}\right) \quad \text { and } \quad \sum_{j=1}^{r}\left|d_{j}(A)\right|=\sum_{j=1}^{r} \prod_{i=1}^{2} s_{j}\left(A_{i}\right) .
$$

Furthermore, it was suggested (Comment 2 in [7]) that the results can be extended to more than two matrices. We show in Section 2 (the discussion after Theorem 2.2) that this comment is not accurate and extend the results utilizing the information of the ranks of the matrices $A_{1}, \ldots, A_{k}$ (Theorem 2.4). Furthermore, our results (Theorem 2.2 and Corollary 2.7) answer the questions raised in Comments 3 and 5 in [7]. In [10], the authors studied the equality cases in (1.2) when $r=n$ and $A_{i}=B$ or $B^{*}$ for a fixed $B$. Some sufficient conditions for the matrix $B$ to be normal were given. However, those conditions are not necessary in general. A complete understanding of these conditions will follow readily from our results in Section 4 (see Corollary 4.2).

We shall use the following notation of majorization in our discussion, see [6]. For two real vectors $x$ and $y$ in $\mathbf{R}^{n}$, if the sum of the $m$ largest entries of $x$ is not larger than that of $y$ for $m=1, \ldots, n$, we write

$$
x \prec_{w} y ;
$$

if in addition that the sum of all the entries of $x$ is the same as that of $y$, we write

$$
x \prec y .
$$

For two nonnegative vectors $x$ and $y$ in $\mathbf{R}^{n}$, if the product of the $m$ largest entries of $x$ is not larger than that of $y$ for $m=1, \ldots, n$, we write

$$
\ln x \prec_{w} \ln y ;
$$

if in addition that the product of all the entries of $x$ is the same as that of $y$, we write

$$
\ln x \prec \ln y .
$$

For a complex vector $x=\left(x_{1}, \ldots, x_{n}\right)$ we write $|x|=\left(\left|x_{1}\right|, \ldots,\left|x_{n}\right|\right)$.
We remark that our results are valid for real matrices as long as the statements do not involve complex numbers.

## 2 Main Theorems

We begin with the following lemma which plays a crucial role in proving our main theorems.
Lemma 2.1 Let $A=A_{1} \cdots A_{k}$, where $k \geq 2$ and $A_{i} \in M_{n}$ satisfies $\operatorname{rank}\left(A_{i}\right) \geq r$ for all $i=1, \ldots, k$. Suppose

$$
\prod_{j=1}^{r} s_{j}(A)=\prod_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)
$$

If $U_{0}$ and $U_{n}$ are unitary matrices such that $U_{0}^{*} A U_{k}=B \oplus C$ with $B \in M_{r}$ satisfying $\operatorname{det}(B)=\prod_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)$, then there exist $U_{1}, \ldots, U_{k-1}$ such that $U_{i-1}^{*} A_{i} U_{i}=B_{i} \oplus C_{i}$ with $B_{i} \in M_{r}$ with $\operatorname{det}\left(B_{i}\right)=\prod_{j=1}^{r} s_{j}\left(A_{i}\right)$ for $i=1, \ldots, k$.

Proof. We prove the result by induction on $k \geq 2$. Suppose $k=2$. Let $U_{0}$ and $U_{2}$ be unitary so that $U_{0}^{*} A_{1} A_{2} U_{2}=B \oplus C$ with $B \in M_{r}$ such that $\operatorname{det}(B)=\prod_{j=1}^{r} s_{j}\left(A_{1}\right) s_{j}\left(A_{2}\right)$. Let $U_{1}$ be unitary so that the last $(n-r)$ columns of $U_{1}$ is orthogonal to the first $r$ columns of $A_{2} U_{2}$. Then $U_{1}^{*} A_{2} U_{2}=\left(\begin{array}{cc}B_{2} & X_{2} \\ 0 & C_{2}\end{array}\right)$ for some $B_{2} \in M_{r}$. If $U_{0}^{*} A_{1} U_{1}=\left(\begin{array}{cc}B_{1} & X_{1} \\ Y_{1} & C_{1}\end{array}\right)$ with $B_{1} \in M_{r}$, then the leading $r \times r$ submatrix of $U_{0}^{*} A_{1} A_{2} U_{2}$ is just $B_{1} B_{2}$. It is known [9] that $s_{j}\left(B_{i}\right) \leq s_{j}\left(A_{i}\right)$ for $j=1, \ldots, r$, and $i=1,2$. Hence

$$
\prod_{j=1}^{r} s_{j}\left(A_{1}\right) s_{j}\left(A_{2}\right)=\operatorname{det}(B)=\operatorname{det}\left(B_{1} B_{2}\right) \leq \prod_{j=1}^{r} s_{j}\left(B_{1}\right) s_{j}\left(B_{2}\right) \leq \prod_{j=1}^{r} s_{j}\left(A_{1}\right) s_{j}\left(A_{2}\right)
$$

It follows that $s_{j}\left(A_{i}\right)=s_{j}\left(B_{i}\right)$ for $j=1, \ldots, r$, and $i=1,2$. By Lemma 2.1 in [3], we conclude that $A_{i}=B_{i} \oplus C_{i}$ for $i=1,2$ as asserted.

Now, suppose the result is valid for the product of $k-1$ matrices with $k>2$. Let $A=A_{1} \cdots A_{k}$ and $\tilde{A}_{2}=A_{2} \cdots A_{k}$. Then $\prod_{j=1}^{p} s_{j}\left(\tilde{A}_{2}\right) \leq \prod_{j=1}^{p} \prod_{i=2}^{k} s_{j}\left(A_{i}\right)$ for $p=1, \ldots, n$. Let $U_{0}$ and $U_{k}$ be unitary such that $U_{0}^{*} A_{1} \tilde{A}_{2} U_{k}=B \oplus C$ with $B \in M_{r}$ satisfying $\operatorname{det}(A)=$ $\prod_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)$. By the induction assumption on the product $A_{1} \tilde{A}_{2}$, we see that there exists $U_{1}$ such that $U_{0}^{*} A_{1} U_{1}=B_{1} \oplus C_{1}$ and $U_{1}^{*} \tilde{A}_{2} U_{k}=\tilde{B}_{2} \oplus \tilde{C}_{2}$ with $\operatorname{det}\left(B_{1}\right)=\prod_{j=1}^{r} s_{j}\left(A_{1}\right)$, and hence $\operatorname{det}\left(\tilde{B}_{2}\right)=\prod_{j=1}^{r} s_{j}(A) / \operatorname{det}\left(B_{1}\right)=\prod_{j=1}^{r} \prod_{i=2}^{k} s_{j}\left(A_{i}\right)$. By induction assumption on $U_{1} \tilde{A}_{2} U_{k}$, there exist unitary $U_{2}, \ldots, U_{k-1}$ such that $U_{i-1}^{*} A_{i} U_{i}=B_{i} \oplus C_{i}$ with $B_{i} \in M_{r}$ with $\operatorname{det}\left(B_{i}\right)=\prod_{j=1}^{r} s_{j}\left(A_{i}\right)$ for $i=2, \ldots, k$.

Theorem 2.2 Let $1 \leq r \leq n$. Suppose $A_{1}, \ldots, A_{k} \in M_{n}$, where $k>1$, and $A=\prod_{j=1}^{k} A_{j}$. Then

$$
\begin{equation*}
\prod_{j=1}^{r} s_{j}(A)=\prod_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right) \tag{2.1}
\end{equation*}
$$

if and only if one of the following is satisfied.
(a) $r=n$.
(b) One of the matrix $A_{j}$ has rank less than $r$.
(c) There exist unitary matrices $U_{0}, U_{1}, \ldots, U_{k}$ such that $U_{i-1}^{*} A_{i} U_{i}=B_{i} \oplus C_{i}$ so that $B_{i} \in$ $M_{r}$ has singular values $s_{1}\left(A_{i}\right), \ldots, s_{r}\left(A_{i}\right)$.

Consequently,

$$
\begin{equation*}
\left|\prod_{j=1}^{r} \lambda_{j}(A)\right|=\prod_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right) \tag{2.2}
\end{equation*}
$$

if and only if (a), (b), or (c) with $U_{0}=U_{k}$ holds .
Proof. If (a) or (b) holds then clearly we have (2.1). If (c) holds, then for $X=\left[I_{r} \mid 0_{r, n-r}\right]$ we have

$$
\prod_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)=\left|\operatorname{det}\left(X U_{0} A U_{k} X^{t}\right)\right| \leq \prod_{j=1}^{r} s_{j}(A)
$$

By (1.1), we see that (2.1) holds.
Now, suppose $A=A_{1} \cdots A_{k}$ satisfies (2.1). Assume that neither (a) nor (b) holds. Let $U_{0}$ and $U_{k}$ be unitary such that $U_{0} A U_{k}=\operatorname{diag}\left(s_{1}(A), \ldots, s_{n}(A)\right)$. By Lemma 2.1, we get condition (c).

The proof of the last assertion is similar. The only difference is in the last part. Suppose (2.2) is true. Then $\left|\prod_{j=1}^{r} \lambda_{j}(A)\right|=\prod_{j=1}^{r} s_{j}(A)$. If neither (a) nor (b) holds, then by Theorem 2.2 in [3] there exists a unitary matrix $U_{k}$ such that $U_{k}^{*} A U_{k}=B \oplus C$, where $B \in M_{r}$ has singular values $s_{1}(A), \ldots, s_{r}(A)$. By Lemma 2.1, we get condition (c).

Consider matrices $A_{1}, \ldots, A_{k}$ and $A=A_{1} \cdots A_{k}$ in $M_{n}$. When $k=2$, it was shown in [7, Lemma 3, Theorem 2] that

$$
\begin{equation*}
\sum_{j=1}^{r} s_{j}(A)=\sum_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right) \tag{2.3}
\end{equation*}
$$

if and only if there exist unitary $U_{0}, U_{1}, U_{2}$ such that

$$
\begin{equation*}
U_{i-1}^{*} A_{i} U_{i}=\operatorname{diag}\left(s_{1}\left(A_{i}\right), \ldots, s_{r}\left(A_{i}\right)\right) \oplus B_{i} \tag{2.4}
\end{equation*}
$$

for $i=1,2$; and

$$
\begin{equation*}
\sum_{j=1}^{r}\left|d_{j}(A)\right|=\sum_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right) \tag{2.5}
\end{equation*}
$$

if and only if $A=B \oplus C$ with $B \in M_{r}$ and there exists a diagonal unitary matrix $D \in M_{r}$ such that $D B$ is positive semi-definite with eigenvalues

$$
\prod_{i=1}^{k} s_{1}\left(A_{i}\right) \geq \cdots \geq \prod_{i=1}^{k} s_{r}\left(A_{i}\right)
$$

and (2.4) holds. At the end of the paper, the author said (in Comment 2) that the same result holds for $k>2$. However, this comment is not accurate. In fact, if $\operatorname{rank}\left(A_{1}\right)=$ $p<r$, then neither (2.3) nor (2.4) convey much information about $s_{j}(A)$ for $j>p$. To see an extreme example, let $A_{1}=0$. Then (2.3) and (2.5) hold, but nothing can be said about $A_{2}, \ldots, A_{k}$. Such a problem does not arise when $k=2$ because of the following
reason: if $A_{1}$ has rank $p<r$, one can first find unitary $X_{0}, X_{1}, X_{2}$ so that $X_{i-1}^{*} A_{i} X_{i}=$ $\operatorname{diag}\left(s_{1}\left(A_{i}\right), \ldots, s_{p}\left(A_{i}\right)\right) \oplus B_{i}$, where $B_{1}=0$. Then one can find unitary $Y_{1}$ and $Y_{2}$ so that $Y_{1}^{*} B_{2} Y_{2}=\operatorname{diag}\left(s_{p+1}\left(A_{2}\right), \ldots, s_{n}\left(A_{2}\right)\right)$. As a result, $U_{0}=X_{0}, U_{1}=X_{1}\left(I_{p} \oplus Y_{1}\right)$ and $U_{2}=X_{2}\left(I_{p} \oplus Y_{2}\right)$ satisfy (2.4) for $i=1,2$.

To get around the problem mentioned above, we make use of the quantity

$$
m= \begin{cases}r & \text { if } k=2  \tag{2.6}\\ \min \left(\{r\} \cup\left\{\operatorname{rank}\left(A_{i}\right): 1 \leq i \leq k\right\}\right) & \text { otherwise }\end{cases}
$$

in our results. In particular, it follows from Theorem 2.4 below that if $\operatorname{rank}\left(A_{i}\right) \geq r$ for all $i$, then (2.3) holds if and only if there exist unitary $U_{0}, \ldots, U_{k}$ such that (2.4) holds for $i=1, \ldots, k$. Actually, (2.3) is just one of the many conditions leading to (2.4) as shown in the theorem following the next definition.

Definition 2.3 Let $\mathbf{P}=[0, \infty)$. For $r \geq 1$ let $\mathcal{F}_{r}$ be the set of functions $f: \mathbf{P}^{r} \rightarrow \mathbf{R}$ such that for any $x, y \in \mathbf{P}^{r}$ with $\ln x \prec_{w} \ln y$ we have $f(x)=f(y)$ if and only if $x=Q y$ for $a$ permutation matrix $Q$.

The set $\mathcal{F}_{r}$ contains many different functions, see [6, Chapter 3]. For examples, the $m$ th elementary symmetric function $E_{m}\left(x_{1}, \ldots, x_{r}\right)$ with $1 \leq m<r$, and the $\ell_{p}$-norm on $\mathbf{R}^{r}$ with $1 \leq p$. In particular, the function $f\left(x_{1}, \cdots, x_{r}\right)=x_{1}+\cdots+x_{r}$ is $\mathcal{F}_{r}$. Thus it follows from (1.1) that conditions (a)-(c) in the following theorem are equivalent.

Theorem 2.4 Let $A_{1}, \ldots, A_{k} \in M_{n}$ with $1<k$. If $1 \leq r \leq n$, then the following conditions are equivalent.
(a) $f\left(s_{1}(A), \ldots, s_{r}(A)\right)=f\left(\prod_{i=1}^{k} s_{1}\left(A_{i}\right), \ldots, \prod_{i=1}^{k} s_{r}\left(A_{i}\right)\right)$ for all (or some) $f \in \mathcal{F}_{r}$.
(b) $s_{1}(A)+\cdots+s_{r}(A)=\prod_{i=1}^{k} s_{1}\left(A_{i}\right)+\cdots+\prod_{i=1}^{k} s_{r}\left(A_{i}\right)$.
(c) $s_{j}(A)=\prod_{i=1}^{k} s_{j}\left(A_{i}\right)$ for $j=1, \ldots, r$.
(d) There exist unitary $U_{0}, \ldots, U_{k}$ such that $U_{i-1}^{*} A_{i} U_{i}=\operatorname{diag}\left(s_{1}\left(A_{i}\right), \ldots, s_{m}\left(A_{i}\right)\right) \oplus B_{i}$ for $i=1, \ldots, k$, where $m$ is defined as in (2.6).

Proof. By the remark before the theorem, conditions (a) - (c) are equivalent. The implication $(\mathrm{d}) \Rightarrow(\mathrm{a})$ is clear.

Now, suppose (c) holds. If $k=2$, then condition (d) holds by the result in [7]. Suppose $k>2$. Then $s_{j}(A)=\prod_{i=1}^{k} s_{j}\left(A_{i}\right)$ for $j=1, \ldots, m$. We prove condition (d) by induction on $m$ as follows. If $m=1$, the result follows from Theorem 2.2. Suppose that the result is valid for the $m-1$ singular values. Since $s_{1}(A)=\prod_{i=1} s_{1}\left(A_{i}\right)$, by Theorem 2.2, there exist unitary $X_{0}, \ldots, X_{k}$ such that $X_{i-1}^{*} A_{i} X_{i}=\left[s_{1}\left(A_{i}\right)\right] \oplus \tilde{A}_{i}$. By induction assumption on $\tilde{A}_{1}, \ldots, \tilde{A}_{k}$, there exist unitary $Y_{0}, \ldots, Y_{k}$ such that $Y_{i-1}^{*} \tilde{A}_{i} Y_{i}=\operatorname{diag}\left(s_{2}\left(A_{i}\right), \ldots, s_{m}\left(A_{i}\right)\right) \oplus B_{i}$ for $i=1, \ldots, k$. Setting $U_{i}=\left([1] \oplus Y_{i}\right) X_{i}$ for $i=0, \ldots, k$, we get condition (d).

Corollary 2.5 Suppose $A_{1}, \ldots, A_{k} \in M_{n}$ with $1<k$, and $1 \leq r \leq n$. Let $m$ be defined as in (2.6). The following conditions (a.i) - (a.iii) are equivalent, and conditions (b.i) - (b.iii) are equivalent.
(a.i) $\sum_{j=1}^{r}\left|d_{j}(A)\right|=\sum_{j=1}^{r} \prod_{i=1}^{r} s_{j}\left(A_{i}\right)$.
(a.ii) $A=B \oplus C$ with $B \in M_{r}$ and there exists a diagonal unitary matrix $D \in M_{r}$ satisfying $D B$ is positive semi-definite with eigenvalues

$$
\prod_{i=1}^{k} s_{1}\left(A_{i}\right) \geq \cdots \geq \prod_{i=1}^{k} s_{r}\left(A_{i}\right)
$$

(a.iii) There exist unitary matrices $U_{0}, \cdots, U_{k} \in M_{n}$ such that $U_{0} \tilde{D}=U_{k}=V \oplus I_{n-r}$ for some diagonal unitary matrix $\tilde{D}$ and $U_{i-1}^{*} A_{i} U_{i}=\operatorname{diag}\left(s_{1}\left(A_{i}\right), \ldots, s_{m}\left(A_{i}\right)\right) \oplus C_{i}$ for $i=1, \ldots, k$.
(b.i) $\left|\sum_{j=1}^{r} d_{j}(A)\right|=\sum_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)$
(b.ii) $A=B \oplus C$ where $B \in M_{r}$ is a unit multiple of a positive semi-definite matrix with eigenvalues

$$
\prod_{i=1}^{k} s_{1}\left(A_{i}\right) \geq \cdots \geq \prod_{i=1}^{k} s_{r}\left(A_{i}\right)
$$

(b.iii) There exist unitary matrices $U_{0}, \cdots, U_{k} \in M_{n}$ such that $U_{0}=e^{\sqrt{-1} t} U_{k}=V \oplus I_{n-r}$ with $t \in \mathbf{R}$, and $U_{i-1}^{*} A_{i} U_{i}=\operatorname{diag}\left(s_{1}\left(A_{i}\right), \ldots, s_{m}\left(A_{i}\right)\right) \oplus C_{i}$ for $i=1, \ldots, k$.

Proof. The implication (a.i) $\Rightarrow$ (a.ii) follows from the fact that (2.5) holds if and only if the last two inequalities in (1.3) become equalities, and Theorem 3.1 in [3]. The implication (a.ii) $\Rightarrow$ (a.iii) follows from Theorem 2.2. The implication (a.iii) $\Rightarrow$ (a.i) is clear.

The proof of the equivalence of (b.i) - (b.iii) is similar.
We now turn to the inequalities in (1.2). Clearly, the first inequality becomes an equality if and only if all $\lambda_{i}(A)$ has the same argument for $i=1, \ldots, r$. The equality case of the second inequality can be treated in the same way as the equality case of $\left|\prod_{j=1}^{r} d_{j}(A)\right|=$ $\prod_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)$ once we put $A$ in triangular form by a suitable unitary similarity.

Corollary 2.6 Suppose $A_{1}, \ldots, A_{k} \in M_{n}$ with $1<k$, and $1 \leq r \leq n$. Let $m$ be defined as in (2.6). The following conditions are equivalent.
(a) $f\left(\left|\lambda_{1}(A)\right|, \ldots,\left|\lambda_{r}(A)\right|\right)=f\left(\prod_{i=1}^{k} s_{1}\left(A_{i}\right), \ldots, \prod_{i=1}^{k} s_{r}\left(A_{i}\right)\right)$ for all (or some) $f \in \mathcal{F}_{r}$.
(b) $\left|\lambda_{1}(A)\right|+\cdots+\left|\lambda_{r}(A)\right|=\prod_{i=1}^{k} s_{1}\left(A_{i}\right)+\cdots+\prod_{i=1}^{k} s_{r}\left(A_{i}\right)$.
(c) $\left|\lambda_{j}(A)\right|=\prod_{i=1}^{k} s_{j}\left(A_{i}\right)$ for $j=1, \ldots, r$.
(d) There exist unitary $U_{0}, \ldots, U_{k}$ such that $U_{k} U_{0}^{*}$ is a diagonal matrix and $U_{i-1}^{*} A_{i} U_{i}=$ $\operatorname{diag}\left(s_{1}\left(A_{i}\right), \ldots, s_{m}\left(A_{i}\right)\right) \oplus B_{i} i=1, \ldots, k$.

Corollary 2.7 Suppose $A_{1}, \ldots, A_{k} \in M_{n}$ with $1<k$, and $1 \leq r \leq n$. Let $m$ be defined as in (2.6). Then

$$
\begin{equation*}
\left|\sum_{j=1}^{r} \lambda_{j}(A)\right|=\sum_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right) \tag{2.7}
\end{equation*}
$$

if and only if there exist unitary $U_{0}, \ldots, U_{k}$ such that $U_{k} U_{0}^{*}$ is a scalar matrix and $U_{i-1}^{*} A_{i} U_{i}=$ $\operatorname{diag}\left(s_{1}\left(A_{i}\right), \ldots, s_{m}\left(A_{i}\right)\right) \oplus B_{i}$ for $i=1, \ldots, k$.

Define the generalized spectral radius by

$$
\begin{aligned}
& \rho\left(A_{1}, \ldots, A_{k}\right)=\max \left\{\mid \operatorname{tr}\left(\prod_{j=1}^{k}\left(U_{j}^{*} A_{j} U_{j}\right) \mid: U_{j}\right. \text { is unitary and }\right. \\
&\left.\quad U_{j}^{*} A_{j} U_{j} \text { is triangular for } j=1, \ldots, k\right\} .
\end{aligned}
$$

The quantity $\rho(C, A)$ is known as the $C$-spectral radius of $A$ in the literature (see [4] and [5]) and has been studied as a generalization of the spectral radius of $A$ (when $C=$ $\operatorname{diag}(1,0, \ldots, 0))$. It is known that $\rho(C, A) \leq \sum_{j=1}^{n} s_{j}(C) s_{j}(A)$ and the equality case has been determined. Here we study the equality case for the inequality

$$
\rho\left(A_{1}, \ldots, A_{k}\right) \leq \sum_{j=1}^{n} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)
$$

Proposition 2.8 Let $A_{1}, \ldots, A_{k} \in M_{n}$ such that $\min \left\{\operatorname{rank}\left(A_{i}\right): 1 \leq i \leq k\right\}=r$. Then

$$
\begin{equation*}
\rho\left(A_{1}, \ldots, A_{k}\right)=\sum_{j=1}^{n} \prod_{i=1}^{k} s_{j}\left(A_{i}\right) \tag{2.8}
\end{equation*}
$$

if and only if $A_{i}$ is unitarily similar to diag $\left(\lambda_{1}\left(A_{i}\right), \ldots, \lambda_{r}\left(A_{i}\right)\right) \oplus B_{i}$ with $B_{i} \in M_{n-r}$ for all $i$ so that $\prod_{i=1}^{k} \lambda_{j}\left(A_{i}\right)=e^{\sqrt{-1} t} \prod_{i=1}^{k} s_{j}\left(A_{i}\right), t \in \mathbf{R}$, for all $j=1, \ldots, r$.

Proof. The $(\Leftarrow)$ part is clear. Suppose $(2.8)$ holds. Let $U_{i}$ be unitary such that $U_{i}^{*} A_{i} U_{i}$ is in upper triangular form satisfying

$$
\mid \operatorname{tr}\left(\prod_{i=1}^{k}\left(U_{i}^{*} A_{i} U_{i}\right) \mid=\rho\left(A_{1}, \ldots, A_{k}\right)=\sum_{j=1}^{n} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)=\sum_{j=1}^{r} \prod_{i=1}^{k} s_{j}\left(A_{i}\right)\right.
$$

Let $A=\prod_{j=1}^{r} U_{j}^{*} A_{j} U_{j}$. Since

$$
\left|\sum_{j=1}^{r} \lambda_{j}(A)\right| \leq \sum_{j=1}^{r} s_{j}(A) \leq \sum_{j=1}^{r} \prod_{i=1}^{k}\left(U_{i}^{*} A_{i} U_{i}\right)
$$

we see that all the inequalities become equalities. It follows that the first $r$ diagonal entries of $A$ must equal $e^{\sqrt{-1} t} \prod_{i=1}^{k} s_{1}\left(A_{i}\right), \ldots, e^{\sqrt{-1} t} \prod_{i=1}^{k} s_{r}\left(A_{i}\right)$ for some $t \in \mathbf{R}$. Hence, the first $r$ diagonal entries of each $U_{j}^{*} A_{j} U_{j}$ must be $\lambda_{j}\left(A_{i}\right)$ with $\left|\lambda_{j}\left(A_{i}\right)\right|=s_{j}\left(A_{i}\right)$ for $j=1, \ldots, r$. As a result, $U_{j}^{*} A_{j} U_{j}=D_{j} \oplus B_{j}$ for some diagonal matrix $D_{j} \in M_{r}$. Applying a suitable permutation similarity to all $D_{j}$ yields the conclusion.

## 3 Powers of a Single Matrix

The results in Section 2 can be used to study normality of matrices. We begin with the following theorem.

Theorem 3.1 Let $A \in M_{n}$. The following conditions are equivalent.
(a) $A$ is normal.
(b) There exists $m>1$ such that $s_{j}\left(A^{m}\right)=s_{j}(A)^{m}$ for $j=1, \ldots, n$.
(c) There exists $m>1$ such that $f\left(s_{1}\left(A^{m}\right), \ldots, s_{n}\left(A^{m}\right)\right)=f\left(s_{1}(A)^{m}, \ldots, s_{n}(A)^{m}\right)$ for all (or some) $f \in \mathcal{F}_{n}$.
(d) There exists $m>1$ such that $s_{1}\left(A^{m}\right)+\cdots+s_{n}\left(A^{m}\right)=s_{1}(A)^{m}+\ldots+s_{n}(A)^{m}$.
(e) There exists $m \geq 1$ such that $\left|\lambda_{j}\left(A^{m}\right)\right|=s_{j}(A)^{m}$ for $j=1, \ldots, n$.
(f) There exists $m \geq 1$ such that $f\left(\left|\lambda_{1}\left(A^{m}\right)\right|, \ldots,\left|\lambda_{n}\left(A^{m}\right)\right|\right)=f\left(s_{1}(A)^{m}, \ldots, s_{n}(A)^{m}\right)$ for all (or some) $f \in \mathcal{F}_{n}$.
(g) There exists $m \geq 1$ such that $\left|\lambda_{1}\left(A^{m}\right)\right|+\cdots+\left|\lambda_{n}\left(A^{m}\right)\right|=s_{1}(A)^{m}+\ldots+s_{n}(A)^{m}$.
(h) There exists $m>1$ and a unitary $U$ such that $\sum_{j=1}^{n}\left|d_{j}\left(U^{*} A^{m} U\right)\right|=\sum_{j=1}^{n} s_{j}(A)^{m}$.
(i) There exists $m>1$ and a unitary $U$ such that $\sum_{j=1}^{n}\left|\operatorname{tr}\left(A^{m} U\right)\right|=\sum_{j=1}^{n} s_{j}(A)^{m}$.

Proof. If (a) holds, then all other conditions hold. By Theorem 2.4, Corollary 2.5, and Corollary 2.6 , if any of (b) - (i) holds, then $s_{j}\left(A^{2}\right)=s_{j}(A)^{2}$ for all $j=1, \ldots, n$. As a result, $\operatorname{tr} A^{2}\left(A^{*}\right)^{2}=\operatorname{tr}\left(A A^{*}\right)^{2}$ and hence $\operatorname{tr}\left(A A^{*}-A^{*} A\right)\left(A A^{*}-A^{*} A\right)=0$. Thus $A$ is normal.

Corollary 3.2 Let $A \in M_{n}$, and $m \geq 1$. Then $\left|\operatorname{tr} A^{m}\right|=\sum_{j=1}^{n} s_{j}(A)^{m}$ if and only if $A$ is normal and the unitary part of $A$ in its polar decomposition $A=P U$ satisfies $U^{m}=e^{\sqrt{-1 t}} I$ for some $t \in \mathbf{R}$.

Proof. The sufficiency part is clear. For the necessity part, note that

$$
\left|\operatorname{tr} A^{m}\right|=\left|\sum_{j=1}^{n} \lambda_{j}\left(A^{m}\right)\right| \leq \sum_{j=1}^{n}\left|\lambda_{j}\left(A^{m}\right)\right| \leq \sum_{j=1}^{n} s_{j}(A)^{m}
$$

Since inequalities become equalities, we see that $A$ is normal by Proposition 3.1 and $\lambda_{j}^{m}$ have the same argument for all $j$. Thus $U^{m}$ is a scalar matrix.

Sometimes, we can use equality cases involving part of the singular values of $A^{m}$ to derive reducibility for $A$.

Corollary 3.3 Suppose $A \in M_{n}$. The following conditions are equivalent.
(a) $A$ is unitarily similar to $B \oplus C$, where $B \in M_{r}$ is normal with singular values $s_{j}(A)$ for $j=1, \ldots, r$.
(b) There exists $m \geq 1$ such that $\left|\lambda_{j}\left(A^{m}\right)\right|=s_{j}(A)^{m}$ for $j=1, \ldots, r$.
(c) There exists $m \geq 1$ such that $\left|\lambda_{1}\left(A^{m}\right)\right|+\cdots+\left|\lambda_{r}\left(A^{m}\right)\right|=s_{1}(A)^{m}+\cdots+s_{r}(A)^{m}$.
(d) There exists $m \geq 1$ such that $f\left(\left|\lambda_{1}\left(A^{m}\right)\right|, \ldots,\left|\lambda_{r}\left(A^{m}\right)\right|\right)=f\left(s_{1}(A)^{m}, \ldots, s_{r}(A)^{m}\right)$ for all (or some) $f \in \mathcal{F}_{n}$.

Consequently, $\left|\sum_{j=1}^{r} \lambda\left(A^{m}\right)\right|=\sum_{j=1}^{r} s_{j}(A)^{m}$ if and only if (a) holds and the unitary part of the polar decomposition of $B=P U$ satisfies $U^{m}=e^{\sqrt{-1} t} I_{r}$.

Corollary 3.4 Let $A \in M_{n}$ and $m>1$.
(i) We have $\sum_{j=1}^{r}\left|d_{j}\left(A^{m}\right)\right|=\sum_{j=1}^{r} s_{j}(A)^{m}$ if and only if $A=B \oplus C$, where $B \in M_{r}$ is normal with singular values $s_{1}(A), \ldots, s_{r}(A)$.
(ii) We have $\left|\sum_{j=1}^{r} d_{j}\left(A^{m}\right)\right|=\sum_{j=1}^{r} s_{j}(A)^{m}$ if and only if $A=B \oplus C$, where $B \in M_{r}$ is normal with singular values $s_{1}(A), \ldots, s_{r}(A)$ and the unitary part of the polar decomposition of $B=P U$ satisfies $U^{m}=e^{\sqrt{-1} t} I_{r}$.

Corollary 3.5 Let $A \in M_{n}$ have rank at least $r$. The following conditions are equivalent.
(a) $A$ is unitarily similar $B \oplus C$ with $B \in M_{r}$ satisfying $\operatorname{det}(B)=\prod_{j=1}^{r} s_{j}(A)$.
(b) There exists $m \geq 1$ such that $\left|\prod_{j=1}^{r} \lambda_{j}\left(A^{m}\right)\right|=\prod_{j=1}^{r} s_{j}(A)^{m}$.
(c) $A$ is unitarily similar to a matrix with diagonal entries $d_{1}, \ldots, d_{n}$ such that $\sum_{j=1}^{r}\left|d_{j}\right|=$ $\sum_{j=1}^{r} s_{j}(A)$.

Apart from the above corollaries, for a given $r<n$, even if there exist $m>1$ such that $s_{j}\left(A^{m}\right)=s_{j}(A)^{m}$ for all $j=1, \ldots, r$, we may not be able to get reducibility for $A$. For example, let $A \in M_{n}$ be the upper triangular Jordan block of zero. If $r \leq n-2$, then $s_{j}\left(A^{2}\right)=s_{j}(A)^{2}$ for all $j=1, \ldots, r$. Clearly, $A$ has no reducing subspace. Nonetheless, one can use the argument in [8] (see also [2, pp.44-45]) to get the following.

Theorem 3.6 Let $A \in M_{n}$, and let $p$ be the degree of the minimal polynomial of $A$. The following conditions are equivalent.
(a) $A$ is normal.
(b) There exists an integer $m \geq p$ such that $s_{j}\left(A^{m}\right)=s_{j}(A)^{m}$ for all $j=1, \ldots, m$.
(c) There exists an integer $m \geq p$ such that $s_{1}\left(A^{m}\right)+\cdots+s_{n}\left(A^{m}\right)=s_{1}(A)^{m}+\cdots+s_{n}(A)^{m}$.
(d) There exists an integer $m \geq p$ such that for all (or some) $f \in \mathcal{F}_{n}$,

$$
f\left(s_{1}\left(A^{m}\right), \ldots, s_{n}\left(A^{m}\right)\right)=f\left(s_{1}(A)^{m}, \ldots, s_{n}(A)^{m}\right)
$$

## 4 Words involving $A$ and $A^{*}$

In [10], the authors used some trace equalities of matrices of the form $A_{1} \cdots A_{k}$ with $A_{i} \in$ $\left\{A, A^{*}\right\}$ to give sufficient condition for the normality of $A$. Such a product is denoted by $W\left(A, A^{*}\right)$ and referred to as a word with letters $A$ or $A^{*}$. If $W\left(A, A^{*}\right)=A^{m}$ or $\left(A^{*}\right)^{m}$, then we are back to the study in Section 3. We also exclude the words $W\left(A, A^{*}\right)=\left(A A^{*}\right)^{m}$ or $\left(A^{*} A\right)^{m}$, which reduce to the problem of studying $\operatorname{tr}\left(X^{m}\right)$ with $X=A A^{*}$ or $A^{*} A$. In the following, we show that one can get necessary and sufficient conditions for the trace equalities considered in [10], and obtain other equivalent conditions for normality in terms of other trace equalities.

Theorem 4.1 Let $A \in M_{n}$, and let $W\left(A, A^{*}\right)$ be a word of length $m>1$ not equal to $A^{m}$, $\left(A^{*}\right)^{m},\left(A A^{*}\right)^{m / 2}$ or $\left(A^{*} A\right)^{m / 2}$. Then the following conditions (a.i) - (a.iii) are equivalent, and conditions (b.i) - (b.iii) are equivalent.
(a.i) $f\left(s_{1}\left(W\left(A, A^{*}\right)\right), \ldots, s_{n}\left(W\left(A, A^{*}\right)\right)\right)=f\left(s_{1}(A)^{m}, \ldots, s_{n}(A)^{m}\right)$ for all (or some) $f \in$ $\mathcal{F}_{n}$.
(a.ii) $s_{j}\left(W\left(A, A^{*}\right)\right)=s_{j}(A)^{m}$ for all $j=1, \ldots, n$.
(a.iii) $A$ is normal or $W\left(A, A^{*}\right)$ is of the form $A\left(A^{*} A\right)^{(m-1) / 2}$ or $A^{*}\left(A A^{*}\right)^{(m-1) / 2}$.
(b.i) $f\left(\left|\lambda_{1}\left(W\left(A, A^{*}\right)\right)\right|, \ldots,\left|\lambda_{n}\left(W\left(A, A^{*}\right)\right)\right|\right)=f\left(s_{1}(A)^{m}, \ldots, s_{n}(A)^{m}\right)$ for all (or some) $f \in$ $\mathcal{F}_{n}$.
(b.ii) $\left|\lambda_{j}\left(W\left(A, A^{*}\right)\right)\right|=s_{j}(A)^{m}$ for all $j=1, \ldots, n$.
(b.iii) $A$ is normal.

Proof. (a.i) $\Rightarrow$ (a.ii) follows from the definition of $f$ and the fact that

$$
\ln \left(s_{1}\left(W\left(A, A^{*}\right)\right), \ldots, s_{n}\left(W\left(A, A^{*}\right)\right)\right) \prec \ln \left(s_{1}(A)^{m}, \ldots, s_{n}(A)^{m}\right)
$$

(a.ii) $\Rightarrow$ (a.iii) Suppose (a.ii) holds. If there exists 2 consecutive $A$ in $W\left(A, A^{*}\right)$, then there exist unitary matrices $X, Y, Z$ such that $X^{*} A Y=Y^{*} A Z=\operatorname{diag}\left(s_{1}(A), \ldots, s_{n}(A)\right)$ by Theorem 2.3 (c). Thus, we see that $A^{2}$ have singular values $s_{1}(A)^{2}, \ldots, s_{n}(A)^{2}$, and hence $A$ is normal by Proposition 3.1. Similarly, if there exist 2 consecutive $A^{*}$ in $W\left(A, A^{*}\right)$, then we are done. If none of the above two cases holds, then $W\left(A, A^{*}\right)$ must be of the form $\left(A A^{*}\right)^{r} A$ or $\left(A^{*} A\right)^{r} A^{*}$ for some $r$.
(a.iii) $\Rightarrow(\mathrm{a} . \mathrm{i})$ is clear.

The proof of (b.iii) $\Rightarrow$ (b.i) $\Rightarrow$ (b.ii) is similar. Suppose (b.ii) holds. Then (a.ii) holds, and then (a.iii) follows. Since $X Y$ and $Y X$ have the same eigenvalues, if $W\left(A, A^{*}\right)$ has the form $A\left(A^{*} A\right)^{(m-1) / 2}$, we see that $\left|\lambda_{j}\left(\left(A^{*} A\right)^{(m-1) / 2} A\right)\right|=\left|\lambda_{j}\left(W\left(A, A^{*}\right)\right)\right|=s_{j}(A)^{m}$ for all $j$. Now, the last two letters of the word $\left(A^{*} A\right)^{(m-1) / 2} A$ are equal to $A$. We conclude that $A$ is normal. Similarly, we can show that $A$ is normal if $W\left(A, A^{*}\right)=A^{*}\left(A A^{*}\right)^{(m-1) / 2}$.

The following corollary follows easily.
Corollary 4.2 Let $A \in M_{n}$, and let $W\left(A, A^{*}\right)$ be a word of length $m>1$ not equal to $A^{m}$, $\left(A^{*}\right)^{m},\left(A A^{*}\right)^{m / 2}$ or $\left(A^{*} A\right)^{m / 2}$. Suppose $p$ of the letter in $W\left(A, A^{*}\right)$ equal $A$ and $q=m-p$. Then

$$
\left|\operatorname{tr} W\left(A, A^{*}\right)\right|=\sum_{j=1}^{n} s_{j}(A)^{m}
$$

if and only if $A$ is unitarily similar to the diagonal matrix $D B$ such that $D$ is a diagonal unitary matrix and $B=\operatorname{diag}\left(s_{1}(A), \ldots, s_{n}(A)\right)$ satisfying $D^{p-q}=\mu I$; in particular,
(i) $A$ is simply normal without additional condition if $p=q$,
(ii) $A$ is a multiple of a positive semi-definite matrix if $|p-q|=1$,
(iii) $A$ is a multiple of a Hermitian matrix if $|p-q|=2$.

In [10], the authors proved that $A$ is normal if

$$
\begin{equation*}
\operatorname{tr} W\left(A, A^{*}\right)=\sum_{j=1}^{n} s_{j}(A)^{m} \tag{4.1}
\end{equation*}
$$

By Corollary 4.2, we see that one can get more precise information about $A$ if (4.1) holds. Furthermore, we have the following corollary.

Corollary 4.3 Let $A \in M_{n}$, and let $W\left(A, A^{*}\right)$ be a word with $2 m$ letters so that $m$ of the letters equal to $A$, but $W\left(A, A^{*}\right) \neq\left(A A^{*}\right)^{m}$ or $\left(A^{*} A\right)^{m}$. Then $A$ is normal if and only if one or both of the following equalities holds: $W\left(A, A^{*}\right)=A^{m}\left(A^{*}\right)^{m}, W\left(A, A^{*}\right)=\left(A^{*}\right)^{m} A^{m}$.

Remark 4.4 In general, one cannot get reducibility condition on $A$ if the equality involves only part of the singular values of $W\left(A, A^{*}\right)$. For example, let $A \in M_{n}$ be the upper triangular elementary Jordan block of zero, and let $W\left(A, A^{*}\right)=A A A^{*} A^{*}$. Then $\sum_{j=1}^{k} \lambda_{j}\left(W\left(A, A^{*}\right)\right)=$ $\sum_{j=1}^{k} s_{j}\left(W\left(A, A^{*}\right)\right)=\sum_{j=1}^{k} s_{j}(A)^{4}$ for $k=1, \ldots, n-2$, but $A$ has no reducing subspace.
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