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The theory of determinants is well-known and provides important informa-
tion in many fields see [1]. In fact, it continues to some generate elegant and
challenging problems, [2].

There are various ways to define the determinant of a square matrix in [1].
Recall that the determinant of an n-by-n matrix A = (ai,j) is defined as

det(A) ≡
∑

π∈Sn

(−1)I(π)
n∏

i=1

ai,π(i) (1)

where Sn (also known as the symmetric group on n elements) is the set of all
permutations of {1, 2, . . . , n}, i.e., all the ways of pairing up the n rows of the
matrix with the n columns, and I(π) is the inversion number of π, the minimal
number of transpositions of adjacent columns needed to turn π into the identity
permutation. This formula [1] is practical for some simple matrices such as
3-by-3 and 4-by-4 matrices, but for large dense matrices it is inefficient, since
there have many of computation.

At present, most mathematicians are familiar with Gaussian elimination
as a more practical method of evaluating determinants, while there have many
of filled elements for a sparse matrix.

Problem: The problem is how to deal with the algebraic expression (1)
to reduce its computation and at the same time increase its accuracy for some
special matrices.
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