
Mixed States and Density Matrices

� A system is in a mixed state if there is a (classical) probability

pi that the system is in state |xi⟩ for i = 1, . . . , N .

� If there is only one possible state, i.e., p1 = 1, then the system

is in pure state.

� The expectation value (mean) of the measurement of the sys-

tem corresponding to the observable described by the Hermi-

tian matrix A is

⟨A⟩ =
N∑
j=1

pj⟨xj |A|xj⟩ = tr (Aρ),

where

ρ =

N∑
j=1

pj |xj⟩⟨xj |

is a density operator (matrix).

Example 1
2(|e1⟩⟨e1|+ |e2⟩⟨e2|) = 1

2I2 is a maximally mixed state.

It is the mixed state of 1
2(|e1⟩⟨e1|+ |e2⟩⟨e2|) with

|e1⟩ = (cos θ, sin θ)t and |e2⟩ = (sin θ,− cos θ)t, θ ∈ [0, 2π).
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Definition A (Hermitian) matrix A ∈Mn is positive semidefinite if

⟨x|A|x⟩ ≥ 0 for all |x⟩ ∈ Cn.

Proposition Let A ∈Mn.

(a) The matrix A ∈ Mn is positive semidefinite if and only if it

has nonnegative eigenvalues.

(b) The matrix A is a density matrix if and only if it is positive

semi-definite with trace 1.

Proof. (a) Let A = UDU †. If A has a negative eigenvalues λ

with unit eigenector |λ⟩, then ⟨λ|A|λ⟩ = λ < 0.

If A has nonnegative eigenvalues, then for any |x⟩ ∈ Cn we can

let |y⟩ = U †|x⟩ so that ⟨x|A|x⟩ = ⟨y|D|y⟩ =
∑n

j=1 λj |y2| ≥ 0.

(b) If A =
∑r

j=1 pr|vj⟩⟨vj | is a density matrix, then

⟨x|A|x⟩ =
r∑

j=1

pr|⟨x|vj⟩|2 ≥ 0,

and tr (A) =
∑r

j=1 pjtr |vj⟩⟨vj | =
∑r

j=1 pj = 1.

If A is positive semidefinite with trace 1, then

A =
∑n

j=1 λj |λj⟩⟨λj | with
∑n

j=1 λj = 1. □
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Postulates of a quantum system in mixed states.

A1’ A physical state is specified by a density matrix ρ : H → H,

which is positive semidefinite with trace equal to one.

A2’ The mean value of an observable associate with the Hermitian

matrix A is ⟨A⟩ = tr (ρA).

After a measurement, the mixed state ρ will collapses to one of

the eigenstate ρj with a probability of pj = tr (ρρj). Note that∑
j pj = 1.

A3’ The temporal evolution of the density matrix is given by the

Liouville-von Neumann equation

ih̄
d

dt
ρ = [H, ρ] = Hρ− ρH,

where H is the system Hamiltonian.
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Theorem A state ρ ∈ Dn is pure if and only if any one of the

following condition holds.

(a) ρ2 = ρ. (b) tr ρ2 = 1.

Proof. Suppose ρ = |ψ⟩⟨ψ| is a pure state.

Then ρ2 = (|ψ⟩⟨ψ|)(|ψ⟩⟨ψ|) = |ψ⟩⟨ψ| = ρ.

Thus, the condition (a) holds.

If (a) holds, then tr ρ2 = tr ρ = 1. Thus, the condition (b) holds.

If (b) holds, and ρ =
∑n

j=1 λj |λj⟩⟨λj |,

where λ1 ≥ · · · ≥ λn ≥ 0 and
∑n

j=1 λj = 1.

Then ρ2 =
∑n

j=1 λ
2
j |λj⟩⟨λj | has eigenvalues λ21, . . . , λ2n.

So, if tr ρ2 = 1 = tr ρ, then

0 =

n∑
j=1

(λj − λ2j ) =

n∑
j=1

λj(1− λj)

so that all the nonnegative numbers λj(1− λj) is zero.

Thus, λj ∈ {0, 1}. Since
∑n

j=1 λj = 1, we see that

λ1 = 1 and λj = 0 for j > 1.

Thus, ρ = |λ1⟩⟨λ1| is a pure state. □
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Definition 2.1 Suppose H = H1 ⊗H2. A state ρ is uncorrelated

if ρ = ρ1 ⊗ ρ2; it is separable if it is a convex combination of

uncorrelated states, i.e.,

ρ =

r∑
j=1

pjρ1,j ⊗ ρ2,j .

Otherwise, it is inseparable (or entangled).

Remark Every A ∈ H is a linear combination of product states

with linear coefficient summing up to 1. But some of the coefficients

may be negative.

Reason Suppose the basis B1 ⊆Mn contains the pure states:

|e1,j⟩⟨e1,j |, 1 ≤ j ≤ m}, 1 ≤ j ≤ m,

and {|x⟩⟨x| with

|x⟩ = 1√
2
(|e1,j + |e1,k)⟩,

1√
2
(|e1,j + i|e1,k)⟩, 1 ≤ j < k ≤ m.

Then B1 is a basis for Mm. Similarly, there is a basis for Mn con-

sisting of pure states. As a result, B = {ρ1 ⊗ ρ2 : ρj ∈ Bj , j = 1, 2}}
is a basis for Mm ⊗Mn =Mmn.
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Remarks

The set of tensor states and separable states are small.

Separable states are closely related to product states.

Inseparable states are the resource for quantum computing.

Proposition Let ρ ∈ Dmn.

(a) Suppose ρ has rank one. Then ρ is separable if only only if

ρ = ρ1 ⊗ ρ2 for rank one matrices ρ1 ∈ Dm, ρ2 ∈ Dn.

(b) If ρ ∈ Dmn is separable, then ρ is a convex combination of

quantum states of the form ρ1 ∈ Dm, ρ2 ∈ Dn, where ρ1, ρ2 are pure

states.
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Partial transpose - a tool to determine inseparable sates

The partial transpose with respect to H2 is defined by

ρpt = ρ1 ⊗ ρt2.

Extend the map by linearity so that ρpt =
∑

j=1 cjρ1,j ⊗ ρt2,j if

ρ =
∑k

j=1 cjρ1,j ⊗ ρ2,j .

In matrix form, if ρ = (Pij) ∈Mm(Mn), then ρ
pt = (P t

ij).

Remark If ρ is separable, then so is ρpt.

If ρpt has negative eigenvalues, then ρ is not separable.
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Define the negativity of ρ ∈ H1 ⊗H2 by

N(ρ) = (
∑
j

|λi(ρpt)| − 1)/2 ≥ 0,

Then ρpt has nonnegative eigenvalues if and only if N(ρ) = 0.

Theorem If ρ ∈ H1⊗H2 is separable, then N(ρ) = 0. The converse

holds if dimH1 + dimH2 ≤ 5.

Open problem Find a simple proof!

Example Let


1−p
4 0 0 0

0 1+p
4

−p
2 0

0 −p
2

1+p
4 0

0 0 0 1−p
4

.
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Theorem Let ρ ∈ Mm ⊗Mn. Then ρ is inseparable if and only if

there is an entanglement witness F such that

tr (Fρ) > 0 ≥ tr (F (σ1 ⊗ σ2)) for all σ1 ∈ Dm, σ2 ∈ Dn.

It should be remarked that finding an entanglement witness of an

inseparable state or showing the nonexistence could be a challenging

problem.
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Partial traces and Purification

Partial trace

Let C = A⊗B = (AijB) ∈Mm ⊗Mn.

(1) One can take the partial trace of the first system to get the

matrix B in the second system by simply summing the diagonal

blocks of C resulting in A11B + · · ·+AmmB = (trA)B = B.

(2) One can take the partial trace of the second system to get the

matrix A in the first system by simply taking the trace of all

the blocks of C resulting in (Aijtr (B)) = (Aij) = A.

For a general state ρ = (Trs)1≤r,s≤m with Trs ∈ Mn for all r, s, the

first partial trace and second partial traces are

tr 1(ρ) = T11 + · · ·+ Tmm ∈Mn and tr 2(ρ) = (trTij) ∈Mm.

Let A ∈ H1 ⊗H2. The partial trace of A over H2 is an operator

acting on H1 defined by

A1 = tr 2A =
n∑

k=1

(Im ⊗ ⟨e2,k|)A(Im ⊗ |e2,k⟩),

where m,n are the dimension of H1 and H2.

In matrix form, if ρ = (Pij) ∈Mm(Mn), then tr 2(ρ) = (trPij) ∈
Mn. One can define tr 1(ρij) = ρ11 + · · · + ρmm, which corresponds

to

A2 = tr 1A =
m∑
k=1

(⟨e1,k| ⊗ In)A(|e1,k⟩ ⊗ In).
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