Mixed States and Density Matrices

e A system is in a mixed state if there is a (classical) probability
p; that the system is in state |z;) fori=1,... N.

e If there is only one possible state, i.e., p; = 1, then the system

is in pure state.

e The expectation value (mean) of the measurement of the sys-

tem corresponding to the observable described by the Hermi-
tian matrix A is “
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is a density operator (matrix).

where

Example 1(le1)(e1] 4 |e2)(e2]) = 115 is a maximally mixed state °{7

It is the mixed state of %(|e1)(e1| + |e2)(ea|) with d < < }7




Definition A (Hermitian) matrix A € M,, is positive semidefinite if

/ (x|Alx) > 0 for all [x) € C™. y

Proposition Let A € M,.
(a) The matrix A € M,, is positive semidefinite if and only if it

has n ative eigenvalues. I
(b) [The matrix A 15 @ density matrix if and only if it @

semi-d ﬁmte with trace 1.

with unit elgenector ] then ( A])\ A < 0. §~\
If A has nonnegati envalues then for any |z) € C" we ca

let |y) = UT|x) so that (z|Alz) = (y|D]y) = PRV |y| > 0.

S—
v;|}is a density matrix, then ’ Z

If A is positive semidefinite with trace 1, then

A=370 NI (AG] with 372 Ay = 1. -




Postulates of a quantum system in mixed states. A = ( )

Al A I?hvs'ical s.tz?te is sl.)eciﬁe.d : i i : Q'/ / ) I X &/

~————=
[ e mixed state p will ¢

After a
the eigenstate p; with a probability of p; = tr (pp;).

Note that

Zj pj = 1. —_—
— . . L ~ L . } > ( )
A3} The temporal evolution of the density {?ﬁ( is given by th ) f

Liouville-von Neumann equation

~—
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Then p* = ([)(¥1) (1) (¥]) = [¥){¥| = p.
Thus, the condition (a) holds.

If (b) holds, and p = 377_; Aj|A;) (A,

Where)\l2---Z>\n203nd22}:1)‘j:1'

Then p? = > i1 )\J2~|)\j>()\j| has eigenvalues \2,.. |, \2

ne

So, if tr p? = 1 = tr p, then

0=

J

(A=A =D M=)

n n
—1 j=1

so that all the nonnegative numbers \;(1 — A;) is zero.
Thus, A; € {0,1}. Since Y 7_; A; = 1, we see that
A1 =1and \; =0 for j > 1.

Thus, p = |A1){A1] is a pure state. O
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Definition 2.1 Suppose H 4? ‘é::? A state p is uncorrelated A/
; rable i 1s a convex combination of
e 5 X A0

N

Otherwise, it is inseparable (or entangled). ﬂ

Remark Every A € H is a linear combinatior™of product states

with linear coefficient summing up to 1. But some of the coefficients

may be negative. _p

le)ferl,1<ji<m}, 1<j<m, g' & sj't

and {|x)(x| with

1 1 . )
) = Zlens +lewn)) Zallens +ilens)), 1<y <k<m.

Then Bj is a basis for M,,. Similarly, there is a basis for M,, con-
sisting of pure states. As a result, B = {p1 @ p2: p; € Bj,j = 1,2}}
is a basis for M,, ® M,, = M.
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Remarks
The set of tensor states and separable states are small.
Separable states are closely related to product states.
Inseparable states are the resource for quantum computing.
Proposition Let p € D,y,,. v

(a) Suppose p has rank one. is separable if only only if
p = p1 ® po for rank one maftric Dy, p2 n-

(b) If p € D,y is separable; then p is & convex combination of

quantum states of the form p; € D,,, ps € D,,, where p1, po are pure
states.
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Partial transpose - a tool to determine inseparable sates

The partial transpose with respect to Hs2 is defined by ? ( ?{ @ f >
! PP = p1 §f,02 |

map by linearity so that ppt =3
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Y-

Define th¢ negativity of p € H1 ® Ho by
j N(p) = |Az~<ppt> 1>@> o >0

Then pP* has nonnegatlve elgenvalues if a M =0.
) ‘ c

z
3

% p) = OEIe converse
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Theorem Let p € M,, ® M,,. Then p is inseparable if and only if
there is an entanglement witness F' such that

for all o4 € D,,, 00 € D,,.

‘
should be remarked that finding an entanglement witness of an
inseparable state or showing the nonexistence could be a challenging
problem.
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Partial traces and Purification

Partial trace

LetC:A(X)B:(AUB)EMm@

matrix B in the secopd i ag The diagonal
blocks of C resulting in Aj1 B+ -+ ApmB = (tr A)B = B.

(2) One can take the partial trace of the second system to get the
matrix A in the first system by simply taking the trace of all
the blocks of C resulting in (A;;tr (B)) = (4;5) = A.

acting on H; defined by

A; =troA = Z(Im ® <€2,k‘)A(Im ® ‘62,k>)7
k=1

where m,n are the dimension of H; and Hs.

In matrix form, if p = (P;;) € My, (M,,), then tro(p) = (tr P;) €
M,,. One can define tr(pi;) = p11 + -+ + Pmm, Which corresponds
to

Ay =tr1A = ((e1sl ® L) A(le1 ) @ I).
k=1
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