Objective of the course

Introduce how to use linear algebra techniques to solve practical problems in:

Image processing, Differential equations, Difference equations, Quantum Computing,
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Qptimization, Deep Learning, etc.

A simple description of Deep Learning and Neural Network model.
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s A simple example. Identify the images of,b, ....Y using training data zy,...,Zn. F’ -[9 F(x)

A
e Apply functions F(z) so that it will correctly identify the gutcome.
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e It turns out that functions of the form F{x) = L(R(L{R{- - (2)))), wherefL(z) = Az + band
R(z) = (max(0,z1),...,max(0,z,))" for z = (z1,. .. .Zn)¥ work well.
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e In the neural network setting, one uses the input v to adjust Ly = Agvg_y + by, to produce

o new hidden layer.

e The composite function F(v) = Li(R{Lg-1(R- - (v)))) adds depth to the network and leads
to more successful model.
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Basic notation and background 7
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o'Mn(]F), My (F) are theset of n x nand m xn matrices over F = R or C (or a general field).
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e Basic operations of complex numbers are assumed.
s=zdiy=pel p=lz| = |52 = /2 + P, E= iy, at myama/n i #0.
o " is the set of column vectors of length n with entries in F.

e If F is clear, we use the notation M, Ay 5. —_>

o Let A€ My, Then AT € M, m. For complex matrix A, we have A and A® = (ﬁ)'r = AT.
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2 X ¥302 = bl
'),x' 4 4-32 = by
3p tFh = b3
I.1 A close look at Az =
— = 3 X\ —
e Linear equations, elementary row operations, solution sets. = ( 3 4 [x}} =
Recall. Let A € M,, . (F),b € F*, Az =0b. —133
Find E, - -- Ey[A|b] = [A|}] in row echelon form, E; - Ey[All] = [FalA7Y). X 3}-\—)(1[2. = [
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e Matrices, column space, row space, null space, ranks. 9‘

Recall. Let A € Mpo(F), and E,--- E1A = [4] in echelon form.{ 1 row £ cho o flvme ThA
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Then we can find the bascs for column space, row space, and null space, and the rank of A.

A i) mn nudl 5px e n -
Interpretation of Az = b. o N[’ﬁ) = % Xéﬁr : AX 2 i

Example Let A= [A1A2] [ 1‘/.[;;‘2,:!.: = ('JJ],.'EQ)T,b € 3.

Then Az = b means b =« Ay + w24,

[QB = {vv o
All combination of Ay, As form the column space. R \ v o Cm)= q‘é
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The equation Az = b is solvable means that b is in the column spuce.
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In general, if A € M, the column space can be of dimensions 0,1, 2, 3. - |2.3-_ »
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All these comments hold for the general case: Az =b. VA | > ~
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For example, if A = [41}---|An] € My n(F) and Az =becF" then b=z, 4A; + - + A5 - Oons

If Ar = 0 € F™ has non-trivial solution then {Ay,....A.} is linearly independent, i.e., there is }B‘l ( [ :\.g'_l
Z1,...,Tn not all zero such that 1A + -+ An = 0. ' k

The nult space of A € My, is the set/subspace {z € F" : Az =0}.
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Theorem rank + null space dimension = n. &: L7 ¥ A’ [ ,,u./}
n \ Y, I
AEMm, 0 punbg o Clw)
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Proposition If A € My, has rank r, then A = CR, where C € My, with independent columns / o

/

forming a basis for the column space, and R € My has independent rows forming a basis for the
row space. So, the row rank and column rank of A are the same.

Remark The result is useful for low rank factorization.

There will be better factorization, namely, the singular value decomposition.



