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Principal Component Analysis

¢ Let A be m x n, each column is a sample with m measurements.

e Normalize the means to’ 0 for all measurements.} So, sum of columns is the zero vector in B™,
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* The variances are the/diagonal entries pf AAT € M,,. i f / i / /
iz

he co-variances are the

-diagonalentries of AAT € M,,. ] ﬁ_=6 1.4 R, - . 4',.,[
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* The sample co-variance matrix is § = 447 /(n - 1).
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For examplé',”-r tvhenm = 2, [the best rank one approximation of!S i; slu;)-i.l So, the slop of the line 1“‘“‘“

is the ratio of the second entry of u; to the first entry of u,. =
I{_L_Ilc rank of AAT is low, then the two measurement is closely related, i.c., almost agree on
linear relation.

We can extend the idea to higher dimension data set recorded as 4 € M, ,. One can use
k-dimensional hyperplane to approximate the data.

o The total variance is

g "Vﬁﬂ%n*f) DN

e The first & singular vectors capture more information than other vectors; u; is referred to as

the jth principal component of the data that accounts for the fraction §3 /T of the variance.
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o/ The effective rank k of A or § is the number of singular values larger than certain threshold

Lo

so that the other part in the singular value decomposition is considered as noisc in the data.
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« ¢ Note that the line is different from finding the best fit ¥ = ax + b. In that case, w
find best a,b such that az; + b = y; for i = 1,...,n without centering the data. We consider
A(a,0)T = (11,...,yn)7 and find the least square solution:

AT A(a, )T = AT(y1, .. y0)7.

This is known as standard least square.

e In our case, we consider the centered data, and

uATu@) AT u

so that (é‘ a| \)

the sum of squared di ances from the data points to u,,...,u; is a minimum.
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There are interesting discussion of the Hilbert matrix

H= (a5 ={1/G+35-1)]

and the zero-one matrix representing the picture 6f square, triangle, circe, etc. See pp. 78-79.
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