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Abstract

For a given p× q complex matrix C, a necessary and sufficient condition is obtained for the
existence of a matrix X satisfying JpX −XJq = C, here Jr denotes the r × r Jordan block of
0. An easy construction of the solution X is given if it exists. These results lead to a proof of
the fact that a nilpotent matrix is similar to a direct sum of Jordan blocks.
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1 Introduction

Let Mm,n be the set of m × n complex matrices, and Mn = Mn,n. Denote by Eij the standard

matrix unit with the (i, j) entry equal to 1 and the other entries equal to 0. The size of Eij should

be clear in the context.

For λ ∈ C and a positive integer r, the matrix

Jr(λ) = λIr +
r−1∑
j=1

Ej,j+1 =


λ 1

. . .
. . .

λ 1
λ

 ∈ Mr

is called the Jordan block of λ of size r. We have the following Jordan canonical form theorem;

e.g., see [1, Chapter 12] for a proof and some historical notes.

Theorem 1.1. Every matrix A ∈ Mn is similar to a direct sum of Jordan blocks.

The result has many interesting consequences, and has applications to other topics; for example,

see [1, Chapter 13]. The theorem can be proved by establishing the following two assertions.

Assertion 1 A matrix A ∈ Mn with distinct eigenvalues λ1, . . . , λk, is similar to a direct sum of

square matrices A1, . . . , Ak, denoted by A1 ⊕ · · · ⊕ Ak, such that Aj has λj as the only (distinct)

eigenvalue for j = 1, . . . , k.

Assertion 2 If B ∈ Mn has only one distinct eigenvalue λ, then B is similar to a direct sum of

Jordan blocks of λ.
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By these assertions, there are invertible matrices R,R1, . . . , Rk such that R−1AR = A1⊕· · ·⊕Ak,

and R−1
j AjRj is a direct sum of Jordan blocks of λj . Then S−1AS is a direct sum of Jordan blocks

if S = R(R1 ⊕ · · · ⊕Rk).

One approach to prove Assertion 1 is to use the Sylvester equation theorem, which asserts that

the matrix equation FX −XG = C always has a unique solution X ∈ Mp,q for given F ∈ Mp, G ∈
Mq and C ∈ Mp,q such that F and G have no common eigenvalues; see [2], [1, Theorem 11.4.1],

and Lemma 2.3 in the next section. We will show that Assertion 2 can be proved by using a

solution of the matrix equation Jp(0)X −XJq(0) = C for a given matrix C ∈ Mp,q. In Theorem

2.1, a necessary and sufficient condition is obtained for the existence of a solution X ∈ Mp,q of the

equation. An easy construction of a solution X is given if it exists. The result will then be used

to give a proof of Assertion 2. For completeness, we will also give a proof of Assertion 1 and some

related remarks.

2 Auxiliary results and proofs

For positive integers r and s, we let Js = Js(0), and note that Jr
s = 0 if and only if r ≥ s.

Theorem 2.1. Let p, q be positive integers with p ≥ q ≥ 1, let C = (cij) ∈ Mp,q, and let

T =

(
Jp C
0 Jq

)
.

The following conditions are equivalent.

(a) There is X ∈ Mp,q such that JpX −XJq = C.

(b) The matrix T is similar to Jp ⊕ Jq.

(c) T p = 0.

(d) (cp,1, . . . , cp,q) + (0, cp−1,1, . . . , cp−1,q−1) + · · ·+ (0, . . . , 0, cp−q+1,1) = (0, . . . , 0).

Moreover, if (d) holds, and if X = (xij) ∈ Mp,q, in which (x11, . . . , x1q) = (0, . . . , 0), and

(xℓ,1, . . . , xℓ,q) = (cℓ−1,1, . . . , cℓ−1,q) + (0, xℓ−1,1, . . . , xℓ−1,q−1), ℓ = 2, . . . , p,

then JpX −XJq = C and(
Ip −X
0 Iq

)(
Jp C
0 Jq

)(
Ip X
0 Iq

)
=

(
Jp 0
0 Jq

)
. (1)

By Theorem 2.1, one can use the simple condition (d) to determine whether condition (a), (b),

or (c) holds. Moreover, if condition (d) holds, one can construct X satisfying (a). The matrix X

will also satisfy (1), and hence condition (b) holds.

Proof of Theorem 2.1. Suppose (a) holds. Then the matrix X will satisfy (1) so that T is

similar to Jp ⊕ Jq. Thus, condition (b) holds.

Suppose (b) holds. Then there is an invertible matrix S such that T = S−1(Jp ⊕ Jq)S so that

T p = S−1(Jp
p ⊕ Jp

q )S = 0p+q as Jp
p = 0p and Jp

q = 0q. Thus, condition (c) holds.
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Suppose (c) holds. By an easy induction argument, one can show that

T ℓ =

(
J ℓ
p Qℓ

0 J ℓ
q

)
with Qℓ = J ℓ−1

p C + J ℓ−2
p CJq + · · ·+ JpCJ ℓ−2

q + CJ ℓ−1
q , ℓ = 2, 3, . . . .

If C = (cij) ∈ Mp,q has rows C1, . . . , Cp, then T p =

(
0p Qp

0 0q

)
with

Qp =


Cp

0
0
...
0

+


Cp−1

Cp

0
...
0

 Jq + · · ·+


C1

C2

C3
...
Cp

 Jp−1
q .

Let Qp have rows Y1, Y2, . . . , Yq. Then

Y1 = Cp + Cp−1Jq + · · ·+ C1J
p−1
q = (cp,1, cp,2 + cp−1,1, . . . , cp,q + · · ·+ cp−q+1,q),

and for ℓ > 1,

Yℓ = CpJ
ℓ−1
q + · · ·+ CℓJ

p−1
q = (Cp + · · ·+ C1J

p−1
q )J ℓ−1

1 = Y1J
ℓ−1
q ,

here we use the fact that J j
p = 0 for j ≥ p to get the second equality. Thus, T p = 0 if and only if

0 = Y1 = Cp + Cp−1Jq + · · ·+ C1J
p−1
q ,

which is the vector on the left hand side in (d).

Finally, suppose (d) holds. Let X be defined as in the last assertion of the theorem. If Z =

(zij) = JpX −XJq, then

Z =


x2,1 x2,2 · · · x2,q−1 x2,q
x3,1 x3,2 · · · x3,q−1 x3,q
...

...
...

...
...

xp,1 xp,2 · · · xp,q−1 xp,q
0 0 · · · 0 0

−


0 x1,1 x1,2 · · · x1,q−1

0 x2,1 x2,2 · · · x2,q−1
...

...
...

...
...

0 xp−1,1 xp−1,2 · · · xp−1,q−1

0 xp,1 xp,2 · · · xp,q−1

 .

By the definition of X, for ℓ = 1, . . . , p− 1, the ℓth row of Z equals

(xℓ+1,1, . . . , xℓ+1,q)− (0, xℓ,1, . . . , xℓ,q−1) = (cℓ,1, . . . , cℓ,q),

and the last row of Z equals

−(0, xp,1, . . . , xp,q−1) = −(0, cp−1,1, . . . , cp−1,q−1)− (0, 0, xp−1,1, . . . , xp−1,q−2)

= −{(0, cp−1,1, . . . , cp−1,q−1) + (0, 0, cp−2,1, . . . , cp−2,q−2) + (0, 0, 0, xp−2,1, . . . , xp−2,q−3)}
= · · · = −{(0, cp−1,1, . . . , cp−1,q−1) + · · ·+ (0, . . . , 0, cp−q+1,1)} = (cp,1, . . . , cp,q)

by condition (d). Thus, JpX −XJq = C, i.e., condition (a) holds.

Now, X satisfies (a). It will also satisfy (1). So, the last assertion of the theorem holds. □
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We can use Theorem 2.1 to give the following.

Proof of Assertion 2. Suppose B ∈ Mn has only one (distinct) eigenvalue λ. We only need to

show that for T = B−λIn there is R such that R−1TR is a direct sum of Jordan blocks of 0. Then

R−1BR is a direct sum of Jordan blocks of λ.

Note that Tn = 0. We can find the smallest integer p such that T p−1 ̸= 0 and T p = 0. Then

there is v ∈ Cn such that T k−1v ̸= 0 and T pv = 0. We will show that {v, Tv, . . . , T p−1v} is a

linearly independent set. Suppose
∑p−1

j=0 αjT
jv = 0 with some αℓ ̸= 0. Let ℓ be the smallest

nonnegative integer such that αℓ ̸= 0. Then T ℓv =
∑p−1

j=ℓ+1(−αj/αℓ)T
jv and

T p−1v = T p−1−ℓ(T ℓv) = T p−1−ℓ

 p−1∑
j=ℓ+1

(−αj/αℓ)T
jv

 = 0,

which contradicts the assumption that T p−1v ̸= 0.

Let R1 ∈ Mn be invertible with T p−1v, T p−2v, . . . , v as its first p columns. If p = n, then

R−1
1 TR1 = Jn and we are done. Otherwise, R−1

1 TR1 =

(
T11 T12

0 T22

)
such that T11 = Jp and T p

22 = 0.

By induction assumption, there is an invertible R2 ∈ Mn−p such that R−1
2 T22R2 = Jn2 ⊕ · · · ⊕ Jnk

with n2 ≥ · · · ≥ nk. Thus, G = (Ip⊕R−1
2 )R−1

1 TR1(Ip⊕R2) = (Gij) such that G11 = Jp, Gjj = Jnj

for j = 2, . . . , k, and Gij = 0ni,nj whenever i ̸= j and i ̸= 1.

For j = 2, . . . , k, let Fj =

(
Jp G1j

0 Jnj

)
. Then F p

j is a principal submatrix of Gp = 0. So, F p
j = 0.

By Theorem 2.1, for each j = 2, . . . , k, there is Xj ∈ Mp,nj such that(
Jp G1j

0 Jnj

)(
Ip Xj

0 Inj

)
=

(
Ip Xj

0 Inj

)(
Jp 0
0 Jnj

)
.

Let R3 =

(
Ip X
0 In−p

)
with X = (X2 · · ·Xk). Then (Gij)R3 = R3(Jp ⊕ Jn2 ⊕ · · · ⊕ Jnk

). Let

R = R1(Ip ⊕R2)R3. Then R−1TR is a direct sum of Jordan blocks, and so is R−1BR. □

For completeness, we also present a proof of Assertion 1 and some related remarks. In particular,

one may see how Lemma 2.3 motivates the formulation of Theorem 2.1.

Lemma 2.2. Suppose A ∈ Mn has eigenvalues λ1, . . . , λn. There is an invertible R ∈ Mn such

that R−1AR is in upper triangular form with diagonal entries λ1, . . . , λn.

Proof. We prove the result by the induction on n. The result is trivial if n = 1. Assume

n > 1, and the result holds for matrices in Mn−1. Suppose Ax = λ1x for a nonzero vector x.

Let R1 ∈ Mn be invertible with its first column equal to x. Then R−1
1 AR1 =

(
λ1 ⋆
0 A1

)
. Since

det(xI − A) = (x − λ1) det(xI − A1), we see that A2 has eigenvalues λ2, . . . , λn. By induction

assumption, there is an invertible R2 ∈ Mn−1 such that R−1
2 A1R2 is in upper triangular form with

diagonal entries λ2, . . . , λn. Let R = R1([1]⊕ R2). Then R−1AR is in upper triangular form with

diagonal entries λ1, . . . , λn. □

The matrices R1 and R2 in the proof can be chosen to be unitary if we use the inner product

structure of Cn. One can then conclude that for every A ∈ Mn there is a unitary matrix U ∈ Mn
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such that U∗AU is in upper triangular form. This is known as the Schur triangularization lemma;

e.g., see [1, Theorem 11.1.1].

Lemma 2.3. Suppose F ∈ Mp, G ∈ Mq have no common eigenvalues, and C ∈ Mp,q. There is a

unique matrix X ∈ Mp,q such that FX+C = XG. As a result, if R =

(
Ip X
0 Iq

)
and A =

(
F C
0 G

)
,

then R−1AR = F ⊕G.

Proof. Let R ∈ Mq be invertible such that G̃ = R−1GR is in upper triangular form. Suppose

C̃ = CR and Y = XR. Then FX +C = XG if and only if FY + C̃ = Y G̃. We will show that the

modified equation C̃ = −FY + Y G̃ has a unique solution Y . Then X = Y R−1 will be the unique

solution of the original equation. One can check that AR = R(F ⊕G) so that the last assertion of

the lemma follows.

Let C̃ = (c1 · · · cq) and Y = (y1 · · · yq) with c1, . . . , cq, y1, . . . , yq ∈ Cp. If G̃ = (gij), then

g11, . . . , gqq are the eigenvalues of G. Then gjj is not an eigenvalue of F so that F−gjjIp is invertible

for j = 1, . . . , q. As a result, Fy1 + c1 = g11y1 has a unique solution y1 = −(F − g11Ip)
−1c1, and

for ℓ = 2, . . . , q,

Fyℓ + cℓ = gℓℓyℓ +
∑ℓ−1

j=1 g1jyℓ has a unique solution yℓ = (F − gℓℓIp)
−1(

∑ℓ−1
j=1 g1jyj − cℓ).

Thus, we get the unique solution Y = [y1 · · · yq] such that FY + C̃ = Y G̃. □

Note that our proof of Lemma 2.3 provides an easy computational scheme for solving the

Sylvester equation FX −XG = C. We can now present the following.

Proof of Assertion 1We prove the result by the induction on k, the number of distinct eigenvalues

λ1, . . . , λk of A ∈ Mn. If k = 1, the result is trivial. Assume that the result holds for matrices with

fewer than k distinct eigenvalues for k > 1. Let A ∈ Mn have k distinct eigenvalues. By Lemma

2.2, there is an invertible matrix R1 ∈ Mn such that R−1
1 AR1 =

(
A11 A12

0 A22

)
, where A11 ∈ Mp

is in upper triangular form with all diagonal entries equal to λ1, and A22 ∈ Mn−p is in upper

triangular form with diagonal entries in {λ2, . . . , λk}. By Lemma 2.3, there is X ∈ Mp,n−p such

that A11X + A12 = XA22. Let R2 =

(
Ip X
0 In−p

)
so that AR2 = R2

(
A11 0
0 A22

)
. By induction

assumption, there is an invertible matrix R3 ∈ Mn−p such that R−1
3 A22R3 is a direct sum of diagonal

blocks of matrices A2, . . . , Ak such that each Bj is in triangular form with constant diagonal entry.

Let S = R1R2(Ip ⊕R3). Then R−1AR has the desired form. □
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